A Practicum in Behavioral Economics






A PRACTICUM IN BEHAVIORAL ECONOMICS

ARTHUR J. CAPLAN

Utah State University

Logan, Utah



©@®

A Practicum in Behavioral Economics Copyright © 2022 by Arthur J. Caplan is licensed under a Creative Commons Attribution 4.0
International License, except where otherwise noted.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

DEDICATION

This book is dedicated to all the Homo sapiens I've come to know and love.






CONTENTS

A Practicum in Behavioral Economics XVii
Arthur J. Caplan

Acknowledgments xviii
This Book's Approach XiX
Homo economicus vs. Homo sapiens XiX
The Textbook’s Different Sections XiX
The Textbook’s Different Levels of Rigor XX
Thinking Diagrammatically XXi
The Textbook’s Appendices XXi
The Book's Genesis and Tips on How to Use It XXiii
A (Very) Brief History of the Origin of Behavioral Economics XXVi

Introduction 1



PART I. SECTION 1 - THE IRRATIONAL QUIRKS OF HOMO SAPIENS

Miscalculations, Cognitive lllusions, Misjudgments, and ‘Effects
(Relatively Simple) Miscalculations

(Relatively Complex) Miscalculation

Cognitive lllusions
Heuristics

Affect Heuristic
Availability Heuristic
Effects

Depletion Effect
Priming Effect

Priming Effect (Version 2)
Priming Effects Abound
Mere Exposure Effect
Intentional Causation
Jumping to Conclusions
Framing Effect

Halo Effect

Ordering Effect
Anchoring Effect

Silo Effect

Study Questions

10
12
12
13
13
13
14
15
16
17
17
17
18
18
19
20
22
23



2. The Biases and Fallacies of Homo sapiens

Status Quo Bias
Confirmation Bias
Law of Small Numbers
Representative Bias
Conjunction Fallacy
Conjunction Fallacy (Version 2)
Planning Fallacy
Stereotyping
Conformity

Hindsight Bias

Less is More

Flat-Rate Bias
Diversification Bias
The Bias Blind Spot
Study Questions

PART II. SECTION 2 - HOMO ECONOMICUS VERSUS HOMO SAPIENS

The Rationality of Homo economicus
Principal Rationality Axioms™

Completeness Axiom

Transitivity Axiom

Additional Rationality Axioms™

Dominance Axiom

Invariance Axiom

Sure-Thing Principle

Independence Axiom

Substitution Axiom

Homo economicus and the Expected Utility Form**
Homo Economicus and the Indifference Curve**
Homo economicus and Intertemporal Choice™**
Key Takeaways on Homo economicus

Study Questions

26
26
26
27
28
29
30
30
30
33
34
34
35
35
36
38

43
43
43
43
44
44
44
44
44
45
46
50
52
55
56



4. The Reality of Homo sapiens
Prospect Theory**
Regret Theory™**
Homo sapiens and Intertemporal Choice***
Key Takeaways on Homo sapiens™*

Study Questions

5. Laboratory Experiments: The Rationality of Homo economicus Versus the
Reality of Homo sapiens

Testing the Invariance Axiom (Version 1)

Testing the Invariance Axiom (Version 2)

Testing the Invariance Axiom (Version 3)

Testing the Invariance Axiom (Version 4)

Testing the Invariance and Dominance Axioms (Version 1)
Testing the Invariance and Dominance Axioms (Version 2)
Testing the Substitution Axiom

Testing the Sure-Thing Principle

Study Questions

59
59
65
66
70
72

76

76
77
78
79
80
82
83
84
86



6. Laboratory Experiments: Additional Differences Between Homo economicus 88
and Homo sapiens

Mental Accounting (Version 1) 88
Mental Accounting (Version 2) 89
Mental Accounting (Version 3) 90
Mental Accounting (Version 4) 92
Discounting 93
Overweighting Improbable Events 94
Ambiguity and Competency Effects 96
The Decoy Effect 97
The Zero-Price Effect 99
Vividness of Probability 100
Envy and Guilt (or Inequality Aversion, or Fairness)*** 101
Fairness in the Context of Framing 103
Regret and Blame 106
Asymmetric Regret 107
The Gender Gap 108
Testing for the Existence of an Endowment Effect 112
Homo economicus and the Endowment Effect** 113
Concluding Remarks 115

Study Questions 116



PART I1l. SECTION 3 - BEHAVIORAL GAME THEORY

Some Classic Games of Iterated Dominance
Ultimatum Bargaining

Nash Demand Game

Finite Alternating-Offer Game

Continental Divide Game

Beauty Contest

Traveler’s Dilemma

Escalation Game

Escalation Game with Incomplete Information
Burning Bridges Game

Police Search

Two-Stage Iterated Dominance Game

Dirty Faces

Trust Game

Multi-State (“Centipede”) Trust Game

Study Questions

Some Classic Simultaneous-Move Games
Prisoner’s Dilemma

Finitely Repeated Prisoner’s Dilemma
Public Good Game

Stag Hunt

Zero-Sum Game

Stag Hunt (Reprise)

Battle of the Sexes

Penalty Kick

Hotelling’s Game

Is More Information Always Better?

Market Entry

Weakest Link

Weakest Link with Local Interaction (Two Versions)
Concluding Remarks

Study Questions

121
121
124
126
126
128
128
129
130
132
134
135
136
138
140
142

147
147
148
149
153
154
157
159
161
162
163
164
166
168
171
172



PART IV. SECTION 4 - EMPIRICAL STUDIES AND FIELD EXPERIMENTS



9. The Studies and Experiments 181

Discrimination in the Weakest Link Game Show 181
Discrimination in Peer-to-Peer Lending 183
What's In a Name? 183
Can Looks Deceive? 184
The Spillover of Racialization 185
Awareness Reduces Racial Discrimination 187
Improving Student Performance 188
Improving Teacher Performance 189
Healthcare Report Cards 189
Losing Can Lead to Winning 190
Loss Aversion in Professional Golf 191
Are Cigarette Smokers Hyperbolic Time Discounters? 193
Arrest Rates and Crime Reduction 196
Interpersonal Dynamics in a Simulated Prison 197
Corruption in Sumo Wrestling 198
Corruption in Emergency Ambulance Services 200
New York City’s Taxi Cab Drivers 203
Savings Plans for the Time-Inconsistent 203
The Finnish Basic Income Experiment 205
Microfinance 206
Trust as Social Capital 208
Reputational Effects 210
Employer-Provided Retirement Savings Plans 214
Public Retirement Savings Plans 215
The Deadweight Loss of Gift-Giving 216
The Behavioral and Psychological Effects of Money 218
Price and The Placebo Effect 220
The Effects of Conceptual Information on the Consumption Experience 221
Can Default Options Save Lives? 223
Reward Versus Punishment 224
Contingency Management of Substance Abuse 226
F#!*ing Pain Management 227
Willingness to Accept Pain (WTAP) 228
Reducing Urban Homelessness 229
Reducing Food Waste 230

Reducing Environmental Theft 231



Reducing Litter

Garbage In, Garbage Outed

Promoting Energy Conservation

Promoting Environmental Conservation in Hotel Rooms
Face Masks and the Covid-19 Pandemic

Text Messaging to Improve Public Health
Invoking Fear as an Agent of Change

Income Tax Compliance

The Not-So-Good Samaritan

Toxic Release Inventory

Reducing Drunk Driving

Increasing Voter Turnout

Cultural Conflict and Merger Failure

Messy Work Space

Messy Traffic Crossing

Disorganized Pedestrians

Beneficial Biases in Strategic Decision-Making
Beneficial Heuristics Too

If You Give a Grocery Shopper a Muffin
Catalog Sales and Projection Bias

Student Procrastination

Stopping Procrastination Dead With Deadlines
Testing the Small-Area Hypothesis

Excessive Planning

Keep Your Options Open?

Anticipated Versus Unanticipated Income
Optimistic Overconfidence in the Stock Market

The Equity Premium Puzzle

Endowment Effects Among Experienced Versus Inexperienced Traders

Reluctance to Sell in the Stock Market

Reluctance to Sell in the Housing Market

Deal or No Deal?

Health Club Membership

Lessons From an ‘All-You-Can-Eat’ Experiment

The Persistence of Political Misperceptions

Temptation and Self-Control - The Case of Potato Chips

Dishonesty’s Temptation

232
233
236
238
240
241
243
245
246
248
249
253
253
255
257
258
261
264
267
267
270
270
271
274
275
277
278
279
280
282
283
285
286
288
289
292
293



Bigger Universities, Smaller Silos
Tipping Points

Magical Thinking

Concluding Remarks

Study Questions

References

Appendix A - Example Response Cards
Appendix B - Student Survey

Appendix C - Example Presentation Slides
Appendix D - Example Course Outlines

Appendix E - Linkages Matrix

296
297
299
301
302

311
328
336
338
349
353



A PRACTICUM IN BEHAVIORAL ECONOMICS

ARTHUR J. CAPLAN

Media Attributions

+ Technology connection concept

BEHAVIORAL ECONOMICS PRACTICUM XVII



ACKNOWLEDGMENTS

The author acknowledges the following organizations and individuals for their support in helping to
make this book a reality:

The Fulbright Specialist Program, the Bureau of Educational and Cultural Affairs, and the United
States Department of State who provided me with the opportunity to teach a mini-course in
behavioral economics to faculty at the Meiktila University of Economics in Myanmar during the
summer of 2019. This experience provided the impetus and formed the basis of A Practicum in
Behavioral Economics.

My students and administrators at Meiktila University of Economics, who intrepidly crossed the
language barrier and willingly participated in the book’s maiden voyage. They showed me just how
powerful the approach used in A Practicum in Behavioral Economics can be in bringing the field of
behavioral economics to life.

Nick Gittins and Stephanie Western, Open Educational Resources Coordinator and Program
Manager, respectively, and their colleagues and staff at the University Libraries Digital Initiatives,
Utah State University, who helped turn my initial draft of the book into a reality.

And last, but certainly not least, my wife, Frances Caplan, who encouraged me to make the trip to
Myanmar and to take a chance on transforming the experience into the book you now hold.

XVIII ARTHUR J. CAPLAN



THIS BOOK'S APPROACH

This book’s approach is premised on a simple assumption: because behavioral economics is foremost
a “test-and-learn” field of scientific inquiry that evolves according to experimental outcomes and
practical, policy-orientated applications of the knowledge garnered from these outcomes, so too
should students test-and-learn. Studying and practicing behavioral economics should occur
simultaneously, which, in turn, suggests a course taught more according to a practicum approach than
in a traditionally styled lecture format. As such, the book’s information and lessons are presented in a
succinct and precise format.

The goal of this textbook is to help students experience behavioral economics through actual
participation in the same experiments and economic games that have served as the foundations for,
and shaped the contours of, the field. With the help of this book, students have the opportunity to
learn behavioral economics firsthand and, in the process, create their own data and experiences. They
will learn about themselves—about how they make private and public choices under experimental
conditions—at the same time as they learn about the field of behavioral economics itself. They will be
both the subjects and students of behavioral economics. What better way to learn?

HOMO ECONOMICUS VS. HOMO SAPIENS

For ease of reference and exposition, we henceforth refer to the type of individual construed by the
traditional rational-choice model as Homo economicus, a peculiar subspecies of human beings that is
unfailingly omniscient, dispassionate, and self-interested when it comes to making choices. Homo
sapiens, on the other hand, represents the rest of us—the often-flawed reasoners and sometimes-
altruistic competitors who are prone to making decisions based primarily on emotion and
heuristics.l,2

THE TEXTBOOK'’S DIFFERENT SECTIONS

The textbook consists of four sections that, taken together, portray in full the eclectic methodologies
comprising the field of behavioral economics. Sections 1 and 2 present the thought and actual

. Homo economicus is Latin for “economic man.” Persky (1995) traces its use back to the late 1800s when it was used by critics
of John Stuart Mill's work on political economy. In contrast (and, as we will see, with no small touch of irony) Homo sapiens
is Latin for “wise man.” For a deep dive into evolution of Homo sapiens, particularly from the start of the Cognitive
Revolution 70,000 years ago, see Harari (2015).

. We have all heard the saying that “words matter.” The titles and descriptions we use to distinguish people and their
behaviors (e.g., Homo economicus vs. Homo sapiens) can reinforce or diminish behaviors such as pride in cultural heritage,
respect for the living world, and trust in community, a process known as “crowding out” of “intrinsic motivation and
commitment.” As an example of this phenomenon, Bauer et al. (2012) asked participants in an online survey to imagine
themselves as one of four households facing a water shortage due to a drought affecting their shared well. The survey
assigned the label “consumers” to half of the participants and “individuals” to the other half. Those imagining themselves as
consumers reported feeling less personal responsibility to reduce their water demand, and less trust in others to do the
same, than did those referred to as individuals. As we are about to learn, behavioral economics is all about exposing these
types of “framing effects” existing in the “real world” inhabited by Homo sapiens.
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laboratory experiments that have formed key pillars of the field, such as those experiments depicted in
Examples 1 and 2 in the book’s Introduction section. The thought experiments in Section 1 are, for the
most part, re-castings of the simple cognitive tests devised by psychologists and economists over the
past three-to-four decades to illustrate the fallacies, miscalculations, and biases distinguishing Homo
sapiens from Homo economicus. Similarly, the laboratory experiments presented in Section 2 are, for the
most part, re-castings of the seminal experiments conducted by Kahneman and Tversky (among many
others). These experiments helped motivate the revised theories of human choice behavior, such as
Kahneman and Tversky’s (1979) Prospect Theory, which form another pillar of behavioral economics.
Alongside these experiments, Section 2 presents the revised theories of human choice behavior with
varying degrees of rigor. This is where the theoretical bases of Homo economicus’ rational choice
behavior are examined, and where key refinements to this theory are developed—theoretical
refinements underpinning the myriad departures from rational choice behavior we witness Homo
sapiens make in this section’s laboratory and field experiments (and which are examined further in
Sections 3 and 4).

Section 3 submerses the student in the world of behavioral game theory. Here we explore games
such as Ultimatum Bargaining presented in Example 5. We follow Camerer (2003)’s lead, first by
characterizing the games analytically (i.e., identifying solution, or equilibrium, concepts that are
predicted to result when members of Homo economicus play the games), and then by discussing
empirical results obtained from corresponding field experiments conducted with Homo sapiens. It
is within the context of these games and field experiments that theories of social interaction are
tested concerning inter alia trust and trustworthiness, honesty, fairness, reciprocity, etc. As with the
thought and laboratory experiments presented in Sections 1 and 2, the games and field experiments
presented in Section 3 are meant to be replicated with students as subjects and the instructor as the
experimenter, or researcher.

Finally, Section 4 wades into the vast sea of empirical research and choice architecture. Here the
student explores studies reporting on (1) the outcomes of actual policy nudges, such as the SMarT
retirement-savings plan presented in Example 3 of the Introduction, (2) analyses of secondary datasets
to test for choice behavior consistent with the revised theories discussed in Section 2, such as the test
for loss aversion in Example 4 of the Introduction, and (3) analyses of primary datasets obtained from
novel field experiments to further test the revised theories. The main purpose of this section is not
only to introduce the student to interesting empirical studies and policy adaptations in the field of
behavioral economics, but also, in the process, to incubate in the student an abiding appreciation for
the obscure settings that sometimes lend themselves to such study.3

THE TEXTBOOK'S DIFFERENT LEVELS OF RIGOR

Because the mathematical and computational rigor of material presented in this textbook varies
throughout, particularly in Sections 2 - 4, the extent of the rigor used in the presentation of a
given topic is indicated with superscripts. Topics without a superscript are considered basic and
universal enough that backgrounds in economics, mathematics, or statistics are not required for the
reader to understand the material. Topics with a single asterisk (*) indicate that higher mathematical
reasoning skills are recommended for the reader to fully grasp the material. Topics with a double

. Our approach to studying behavioral economics is focused on the underlying laboratory experimentation and behavioral
games that form the bedrock of the field. As such, we eschew delving into related fields such as neuroeconomics and
auction theory. See Cartwright (2018) and Just (2013) for introductions to the former and latter fields, respectively.
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asterisk (**) indicate that either higher economic or statistical reasoning skills, whichever the case
may be, are recommended. And lastly, topics with the dreaded triple asterisk (***) indicate that both
higher economic/statistical and mathematical computational skills are likely required to fully grasp
the material. Both students and instructors should bear these indicators in mind.

For example, none of the topics presented in Section 1 are superscripted, implying that students
from varied academic backgrounds should be able to fully understand the material presented. Single
asterisks (*) first appear in Section 2, Chapter 3, indicating that the discussions of the Principle and
Additional Rationality Axioms pertaining to Homo economicus will likely be more easily comprehended
by students with higher mathematical reasoning skills. The double asterisk appears later in the same
chapter when the topic of Homo economicus and the expected utility form is presented, and the bug-a-
boo triple asterisk first appears at the end of Chapter 3, demarcating the topic of intertemporal choice.

THINKING DIAGRAMMATICALLY

For those who prefer thinking diagrammatically, the figure below illustrates how these four sections
relate to, and help define, what we thus far understand to be the field of behavioral economics.

Show where standard economic
theory fails and adjust the theory.

Choice Architecture Behavio ral Economics Interesting empirical studies

Show where analytical game
theory fails and adjust the theory.

The two boxes with arrows pointing inward toward Behavioral Economics can be thought of
as the “inputs” to our understanding of the field. The box enclosing the statement, “Show where
standard economic theory fails....” represents Section 1 of the guidebook, and “...adjust the theory”
pertains to Section 2. The box enclosing the statement, “Show where analytical game theory fails
and adjust the theory” represents Section 3. In contrast, the two boxes with arrows pointing outward
from Behavioral Economics can be thought of as “outputs” in the sense of Choice Architecture (e.g.,
the SMarT retirement-savings plan described in Example 3 of the Introduction) and “interesting
empirical studies” (e.g., the PGA study described in Example 4 of the Introduction). These two areas
of interest are explored in Section 4.

THE TEXTBOOK’S APPENDICES

Appendix A at the end of the book includes example Response Cards for the experiments and games
presented in Sections 1-3. I am old-fashioned when it comes to collecting student responses—I print
out a response card for each student for each experiment or game, have the students fill in their
responses, and then pass around a “collection box” for each student to place his or her card in.
Student ID numbers on the response cards could be their names or their university ID numbers.
Or, if you wish to align the students’ responses with more demographic information obtained from a
survey instrument administered on the first day of class, you might consider randomly assigning the
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students individual course identification (CID) numbers on the first day of class. The CID numbers
would not be tied to the students’ names or their university identification numbers. In this case, in
order to preserve their anonymity, you would be precluded from basing the students’ course grades
upon their performance in the experiments or their responses to the survey instrument. Appendix B
includes a copy of a socio-demographic survey that could be administered to students the first day
of class, after having randomly assigned their CID numbers. This information would be useful when
it comes to analyzing the data obtained from the experiments and games. Again, because the surveys
are linked to CID numbers rather than student names or university identification numbers, student
anonymity regarding the survey instrument is ensured.

Appendix C includes examples of presentation slides used for lectures and as guides for the
experiments and games as students proceed to participate in them. Appendix D includes examples
of course outlines designed for courses targeting economics and non-economics majors, respectively.
And a Linkages Matrix is provided in Appendix E. This matrix provides a structure for identifying
connections between the various concepts presented in Chapters 1 — 4 and the experiments, games,
and empirical studies discussed in Chapter 6 and later in Section 4.

Media Attributions

« Figure 5 (Introduction) © Arthur Caplan is licensed under a CC BY (Attribution) license
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THE BOOK'S GENESIS AND TIPS ON HOW TO USE IT

This textbook evolved during the summer of 2019. In February of that year, I accepted a Fulbright
Specialist position to teach an intensive short-course in behavioral economics to the faculty at
Meiktila University of Economics in the southeast Asian nation of Myanmar. In the project
description, Dr. Thida Kyu (PhD economist and Pro-Rector of the university), explained that because
it had been cut off from the Western world for so long (roughly 50 years) and had only recently
attained (nominal) civilian control of the nation’s government in 2016, Myanmar had a lot of catching
up to do, particularly regarding the functioning of its academic institutions. Dr. Kyu was aware of
this new field called behavioral economics. She believed its lessons would not only enlighten her
faculty and their students, but might also help nudge her country’s fight against poverty onto a more
enlightened path policy-wise. I took this to mean, rightly or wrongly, that Dr. Kyu was not looking
for another lecture-orientated course, a mere overview of the history, methodologies, and findings
of behavioral economics. Rather, her faculty needed a practitioner’s guide, a course that would, as
much as possible, engage them with the field’s methodologies and findings through actual practice
and firsthand experience—a course that would get them in on the proverbial ground floor of this
relatively new field of inquiry.

I began my preparations for the course by doing what I always do when assigned to teach a new
course. I sought out existing textbooks. Over the course of my career, I've been fortunate to have
a wide variety of textbook selections for the fields of environmental and resource economics and
microeconomic theory. But not this time. It became apparent almost immediately that if I were to
prepare a course geared more toward the practice of behavioral economics, I would need to cobble
together material from a host of disparate sources. The book you now hold is the result of this
‘cobbling’ process. It melds Kahneman’s, Tversky’s, and Thaler’s seminal works (along with several
other key theoretical and experimental advancements published in a wide variety of journals over the
past 50-plus years) with Camerer’s (2003) behavioral game theory text and William Spaniel’s (2011)
introductory textbook on analytical game theory. The book also draws from Kahneman’s (2011),
Ariely’s (2008), and Thaler and Sunstein’s (2009) New York Times bestsellers Thinking, Fast and Slow,
Predictably Irrational, and Nudge, respectively, and to lesser extents, from Levitt and Dubner’s (2005),
Gladwell’s (2002), and Harford’s bestsellers Freakonomics, The Tipping Point, and Messy.

In addition to the value-added that comes from having incorporated these works into a single
text—in some cases, rendering explicit representations of experiments the authors have merely
mentioned and in other cases drawing directly from the original sources cited by the authors—I
have included material from works that I consider to be worthy representations of the breadth of
behavioral economics as a field of inquiry. In the end, we have before us a book that guides the student
through this field no differently than a well-researched guidebook helps the intrepid international
traveler navigate a foreign country’s main attractions, and helps the traveler gain knowledge of (and
hopefully appreciation for) the country’s history and cultural uniqueness.

As such, this book is not necessarily meant to be read by students from cover-to-cover in
chronological order (i.e., first covering the material in Section 1, then the material in Section 2, and
so on). Rather, it is possible that what works best for your students is for them to be introduced to
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the material in a piecemeal fashion. For example, when I taught the course in Myanmar, I included
in each three-hour lecture an experiment or two from Section 1 coupled with some of the economic
theory presented in Section 2, and either a game from Section 3 or a discussion of empirical research
or choice architecture from Section 4. This helped the students engage with each of these facets of
behavioral economics for the duration of the course. It also precluded me from front-loading the
often fun-filled experiments and games, and leaving Section 2 and 4’s more lecture-orientated (dare
[ say less-entertaining?) discussions of the theory and empirical research and choice architecture for
the last few weeks of the course.

Perhaps most importantly, drawing from more than one section of the book in each lecture
facilitates the connecting of an outcome from a Section 1 thought experiment to a laboratory
experiment (and an associated, revised economic theory) in Section 2, or connecting an outcome
from a Section 3 game to a corresponding result from a Section 4 empirical study. Indeed, the gamut
of potential connections that can be made across the topics presented in the different sections of
the book is almost limitless. Since economists tend to deal better with finiteness than infiniteness,
Appendix E provides what I call a “linkages matrix,” which, provides a structure for identifying
connections between the various concepts presented in Chapters 1 — 4 and the experiments, games,
and empirical studies discussed in Chapter 6 and Section 4. This matrix is meant to serve as an aid for
instructors who adopt this type of piecemeal approach to teaching the course.

For example, one of the thought experiments presented in Section 1 exemplifies what Kahneman
(2011) and Kahneman and Tversky (1984) originally labeled a “framing effect,” which in turn can lead
to a host of biases in choice behavior, such as confirmation bias and representative bias.' Accordingly,
in Section 3 we could discuss results from a field experiment that shows how framing the Ultimatum
Bargaining game as a “seller-buyer exchange” encourages self-interest (i.e., behavior expected from
Homo economicus), while framing the game as a common-pool resource encourages Homo sapiens-like
generosity. Empirical research presented in Section 4 demonstrating “loss aversion” on the part of
public school teachers in Chicago can also be considered an example of a framing effect as first
introduced in Section 1 since the timing (i.e., framing) of bonus payments made to teachers based
on improved student performance is the mechanism eliciting the loss-averse behavior. Linkages like
these abound across the four sections.

If instead of adopting the piecemeal approach to teaching the course, the instructor prefers a
more traditional, chronological approach to presenting the material as laid out in Sections 1 - 4,
the annotated course outline provided in Appendix D offer guidance. One outline is designed for a
course targeting economics majors, the other for a course targeting non-majors. The main difference
between the two outlines is that the former allocates more time to the economic concepts and theories
presented in Chapters 3 and 4, while the latter emphasizes the material covering human quirks (e.g.,
heuristics, biases, and effects presented in Chapters 1 and 2). As the course outlines for both types of
courses indicate, the instructor chooses the specific effects, biases, theoretical material, experiments,
games, and empirical studies that will be covered in lectures.

In concert with the course outline, figuring out how best to grade students in a course like this can
be a challenge, particularly if you decide to administer a demographic survey (Appendix B) on the
first day of class. In this case, preserving student anonymity becomes an issue. To deal with this issue,
consider creating two separate spreadsheets for the course. One spreadsheet compiles the students’

. Indeed, several of the other effects presented in Section 1, e.g., anchoring effect and halo effect, can be thought of as special
cases of a framing effect.
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survey responses and outcomes from the experiments and games. This spreadsheet is linked to the
students’ randomly assigned course ID (CID) numbers. The other spreadsheet, which is linked to their
university student ID numbers and their names, compiles their performances on quizzes, homework,
and exams assigned throughout the semester.

At the risk of sounding draconian, this is a course where it may make sense to base upwards of
50% of a student’s grade upon their in-person attendance, which would entail carefully taking role at
the beginning of each class. If the class meets 30 times face-to-face during the semester, for example,
their grade attributable to attendance would then drop by 3.33 percentage points for each missed
class (excused absences withstanding). Granted, students who foresee having difficulty attending class
in-person throughout the semester would likely choose to drop the course immediately. For those
students who remain, the remaining 50% of their course grade would then be based upon their
quizzes, homework, and exam scores.

The issue of how best to convey written information to the student a priori (i.e., before conducting a
given experiment or game) also looms large in a participatory-learning setting such as this, especially
if the instructor desires to obtain unbiased responses from the students (or more practically, to
control for potential biases). For example, the first set of thought experiments presented in Section 1
is meant to demonstrate firsthand to the students the extent to which automatic, knee-jerk responses
from what Kahneman (2011) identifies as the System 1 portion of the brain can result in
miscalculations. Students who choose to read ahead (small in number though these types of students
may be) potentially skew the distribution of responses away from its otherwise true representation
of these miscalculations. Such skewness may be tolerable for strictly educational purposes, where the
goal is to demonstrate that at least a certain percentage of students are prone to miscalculation. But if
the instructor also hopes to compile student responses into a dataset amenable for statistical analysis,
then this type of potential bias draws into question the validity of the data.”

To help control for potential biases associated with students having read ahead about the game or
experiment they are now participating in, I recommend including the following question on each
Response Card: “Did you read about this topic ahead of time?” (see Appendix A). Answers to this
question provide a control for the level of student foreknowledge, which is the potential bias of
concern.

[ am personally unaware of any studies that have looked at how well students learn the lessons
of behavioral economics in a cumulative sense over a span of time (e.g., an entire semester) and
across a variety of experiments and games. In other words, I know of no studies that estimate the
extent to which individuals who begin a course in behavioral economics as bona fide Homo sapiens
evolve toward “Homo economism” in their individual and social choices. The pedagogy promoted in
this textbook—in particular, the data it generates—offers instructors the opportunity to empirically
test the hypothesis that students make this evolution.

2. Note that this potential biasedness problem also extends to the laboratory experiments of Section 2 and games of Section 3.
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A (VERY) BRIEF HISTORY OF THE ORIGIN OF BEHAVIORAL ECONOMICS

Most historical accounts trace the origin of behavioral economics as far back as Adam Smith’s
The Theory of Moral Sentiments, published in 1759 (Loewenstein, 1999; Camerer and Loewenstein,
2004; Angner and Loewenstein, 2012; Thaler, 2016).1,2 As Camerer and Loewenstein (2004) point
out, Smith was the first to propose that we humans derive more disutility (i.e., unhappiness) from
losses than we do utility (happiness) from gains, a conjecture of “loss aversion” that later formed
the basis of Kahneman and Tversky’s (1979) Prospect Theory. And so, in the mid-18th century,
just as economics began to be considered a separate discipline, it appeared as though economic
thought would necessarily evolve in tandem with our understanding of human psychology. However,
by the turn of the 20th century and the onset of the neoclassical revolution, economists began
turning away from what was considered to be the inherently unscientific nature of psychological
analysis, ultimately leading to the positivistic theories of human choice behavior posited by the likes
of Veblen, Hicks, Stigler, Menger, Jevons, and Walras (to name but a few), and later the normative
and descriptive models of expected and discounted utility proposed by post-war neoclassicists von
Neumann, Morgenstern, and Samuelson.’

Because of the strong assumptions underpinning the expected utility and discounted utility models
(e.g., the Independence Axiom and exponential discounting, respectively), critics such as Allais,
Ellsberg, Markowitz, and Strotz had, by the middle of the 20th century, identifed anomalous
implications associated with these models. These implications would later be demonstrated in the
famous laboratory experiments of Kahneman, Tversky, and Thaler (Camerer and Loewenstein, 2004).
At around the same time as Kahneman and Tversky were running their experiments, developments
in the field of cognitive psychology—known as “behavioral decision research”—suggested promising
new directions for explaining choice behavior as a consequence of the brain’s information-processing

. The Theory of Moral Sentiments was Smith’s lesser-known book. He is best known for The Wealth of Nations, published
roughly 15 years later in 1776, where he coined the now famous term “invisible hand.” Other important works
commenting on the psychological underpinnings and determinants of utility—the bedrock concept of early 20th century
neoclassical economics—include Bentham’s An Introduction to the Principles of Morals and Legislation (1789) and Edgeworth’s
Theory of Mathematical Psychics (1881) (Camerer and Loewenstein, 2004).

. Heukelom (2006) traces the origin of behavioral economics back further to the gambling problems proposed by French
nobleman-gambler Chevalier de Méré in 1654. Perhaps the most famous gambling problem, the St. Petersburg paradox,
was coined by Daniel Bernoulli in 1738 in his Commentaries of the Imperial Academy of Science of Saint Petersburg. Bernoulli’s
solution to this gambling problem—the maximization of expected utility—rested upon the assumption of diminishing
marginal utility of wealth (Heukelom, 2006).

. As Camerer and Loewenstein (2004) point out, economists such as Irving Fisher and Vilfredo Pareto still stressed the role
of psychology in choice behavior in the early part of the 20th century. In the latter part of the century, economists George
Katona, Harvey Leibenstein, Tibor Scitovsky, and Herbert Simon—fathers of what is affectionately known as “old
behavioral economics”—similarly stressed the role of psychology and bounded rationality as constraints on choices
(Angner and Loewenstein, 2012). As Heukelom (2006) points out, economics and psychology ultimately go separate ways,
the former employing Friedman’s positive-normative distinction, the latter using Savage’s normative-descriptive
distinction.

XXVI ARTHUR J. CAPLAN



capability.4 As described in Angner and Loewenstein (2012), this parallelism between advancements
in cognitive psychology and economic experimentation, along with the fact that cognitive science as a
separate field of inquiry arose in opposition to the field of behavioralism in psychology, suggests that
the label “behavioral economics” is arguably a misnomer. Perhaps it would be more accurate to dub
the field “cognitive economics.”

4. See Hastie and Dawes (2001) for a nice discussion of behavioral decision research.

5. Kahneman (2011) provides an accessible account of how our brain’s information-processing capability drives the
misconceptions and miscalculations that ultimately lead to the fallible heuristics and biases that he, Tversky, and Thaler
(among others) have both documented in their experiments and subsequently used as grist for their alternative theories of
choice behavior. These theories, explored in Section 1 of this book, are in turn the mainstay of behavioral economics.
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INTRODUCTION

The advancement of science in large part depends upon observation of behavior that has either never
been encountered before or, if previously encountered, remains inadequately explained. Observation
of what is presently inscrutable propels scientific inquiry. In the fields of cosmology and physics, for
instance, observations of particles and the “arrow of time” have propelled the search for our universe’s
origin and evolution (Hawking, 2017). In the field of neuroscience, observation of the genetic barcode
of a mouse’s brain cells has enlightened our understanding of how human cells mature with age, how
tissues regenerate, and how disease impacts these processes (Pennisi, 2018). And so it is with what
has come to be known as behavioral economics, a field of inquiry melding psychology’s long-running
exploration of human cognition and social norms with the long-standing axioms of omniscient
rationality that economists have traditionally ascribed to human choice behavior. Behavioral
economics is the long-awaited advancement in economic theory and experimentation that involves
both deconstructing and reconstructing the economist’s rational-choice, neoclassical model to better
explain the choices individuals actually make on a daily basis, and ultimately to better inform public
policy. Through their keen observations of human choice behavior in a wide variety of contexts,
behavioral economists have propelled scientific inquiry.

As aptly pointed out by Samson (2019), observations of choice behavior in both private and social
settings demonstrate the extent to which human decisions are influenced by context, including how
choices are presented to us. The observations demonstrate ways in which our choice behavior is
subject to cognitive biases, emotions, heuristics, and social influences. Because these biases, emotions,
and influences have, in turn, been shown in a myriad of well-designed laboratory and field
experiments and empirical studies to govern choice behavior in ways unpredicted by economists’
rational-choice models, we cannot help but celebrate the emergence of behavioral economics as
a separate field of inquiry. In some sense, behavioral economics can be thought of as an overt
partnership between the complementary fields of psychology and economics—a natural blending of
the former’s insights on human cognition and the latter’s focus on choice behavior. As we will learn
in this textbook, behavioral economics is a beacon, not only for the revision and generalization of key
features of the economist’s rational-choice model of human behavior but also for what Thaler and
Sunstein (2009) have popularized as “nudges” that can improve the outcomes of public policymaking.

Five examples depict the reach of behavioral economics as a separate field of inquiry and illustrate
its emergence as a canon of human choice behavior. The first two examples demonstrate precisely
how this behavior deviates from the economist’s rational-choice model in the confines of laboratory
and field experimentation. The third example demonstrates how policymakers have leveraged these
experimental findings to nudge private decisions toward more preferable social outcomes. The fourth
example shows how researchers have tested the findings with real-world data obtained from
unexpected places. And the fifth example demonstrates what is known as “behavioral game theory,”
outcomes of well-known economic games that depart from theoretical predictions, sometimes in
rather dramatic fashion.
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EXAMPLE 1

The Invariance Axiom is central to expected utility theory, i.e., rational choice behavior under
uncertainty. Simply put, the axiom holds that an individual’s preference ordering of different lotteries
(e.g., ranking from most to least preferred lottery) does not depend upon (i.e., is invariant to) how the
lotteries are described to the individual. Kahneman and Tversky (1984) test this axiom with a simple
experiment involving two subject groups, each group totaling roughly 150 students.

Group 1 was presented with the following lottery:

Imagine that your hometown is preparing for the outbreak of an unusual disease that is expected
to kill 600 people. Two alternative programs to combat the disease have been proposed. Assume
that the exact scientific estimates of the consequences of the programs are as follows:

If Program A is adopted, 200 people will be saved.

If Program B is adopted, there is a one-third probability that 600 people will be saved and a two-
thirds probability that no people will be saved.

Which of the two programs would you favor?

Group 2’s lottery was this:

Imagine that your hometown is preparing for the outbreak of an unusual disease that is expected
to kill 600 people. Two alternative programs to combat the disease have been proposed. Assume
that the exact scientific estimates of the consequences of the programs are as follows:

If Program C is adopted, 400 people will die.

If Program D is adopted, there is a one-third probability that nobody will die and a two-thirds
probability that 600 people will die.

Which of the two programs would you favor?

If you look closely at the two lotteries, you will note that they are identical. Program A from Group
I’s lottery is identical to Program C from Group 2’s lottery, and Group 1’s Program B is identical
to Group 2’s Program D.' Thus, we expect the percentages of Group 1 students choosing among
Programs A and B in their lottery to be roughly equal to the corresponding percentages of Group
2 students choosing among Programs C and D in their lottery. This would be in keeping with the
Invariance Axiom.

Instead, Kahneman and Tversky (1984) found that 72% of Group 1 students chose Program A and

1. The latter identity results because a one-third probability that 600 people will “be saved” under Program B means 0.33 x
600 = 200 people are expected to be saved, which is the same number of people who are not expected “to die” under
Program D. Similarly, the 0.67 x 600 = 400 people who are not expected to be saved under Program B is the same number
of people who are expected to die under Program D. Hence the two lotteries are indeed identical.
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28% chose Program B, while only 22% of Group 2 students chose Program C and 78% chose Program
D, a dramatic refutation of the Invariance Axiom. The authors concluded that because the “reference
points” of the two lotteries differed in this experiment—Group 1’s is that people are “saved” and
Group 2’s is that people “die”—the Invariance Axiom was not necessarily destined to hold in this
context, which runs counter to the rational-choice model’s presumption that the axiom holds in any
context. As we will see, this insight led to Kahneman and Tversky’s notions of “reference dependence”
and “framing” in human choice behavior; notions which had been ignored by the rational-choice
model, yet are crucial to our understanding of how humans make decisions under uncertainty. In
short, context matters.

EXAMPLE 2

Heath and Tversky (1991) engaged roughly 200 subjects in the following lottery:

Choose between lotteries A and B:

A A stock is selected at random from the New York Stock Exchange. You guess whether its
price will go up or down at close tomorrow. If your guess is correct you win $100.

B A stock is selected at random from the New York Stock Exchange. You guess whether its
price went up or down at close yesterday. You cannot check the newspaper or online. If your guess
is correct you win $100.

Bearing in mind that the internet was not yet in widespread use in 1991, and thus lottery B was indeed
failsafe, we would expect the subjects to be indifferent between the two lotteries, resulting in a 50-50
split of those choosing A versus B.” Instead, 67% of the subjects chose lottery A and 33% percent
chose B, which supports what the authors labeled a “competency effect.” The supermajority of subjects
preferred the future bet because their “relative ignorance” was easier to defend this way. In a sense,
they appeared less incompetent by choosing lottery A.

EXAMPLE 3

This example highlights a nudge to public policy (in the form of a single company’s benefits policy)
that leverages our understanding of framing from Example 1. In particular, the example explores how
framing a new retirement-savings program appropriately can overcome what is known as “status quo
bias” among a company’s employees.

As Thaler and Benartzi (2004) point out, US companies have been switching their retirement
plans over time from defined-benefit to defined-contribution plans. Under defined-contribution plans,
employees bear more responsibility for making decisions about how much of their salaries to save.
Employees who participate in a given plan at a very low level save at less-than-predicted life-cycle
(i.e., rational) savings rates. One explanation for this irrational behavior is a lack of self-control among
low-saving employees, suggesting that at least some of these workers are making a mistake and
would welcome help in making decisions about their retirement savings. It could also be that some

2. The technical terminology for the rational-choice axiom, in this case, is “additivity of subjective probability.”
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employees suffer from the competency effect portrayed in Example 2. Either way, employees tend to
exhibit status quo bias when it comes to optimizing their retirement-savings plans.

To counteract this problem, Thaler and Benartzi (2004) devised a new savings plan for a large
company called the Save More Tomorrow (SMarT) plan. The essence of the plan is straightforward:
people commit now to increasing their savings rate later (i.e., each time they get a pay raise). As will
be explained further in Section 4 of this textbook, the authors found that the average saving rates for
SMarT participants increased from 3.5% to 13.6% over the course of the plan’s first 40 months, while
employees who chose an alternative retirement plan increased their saving rate to a lesser extent.
Those who declined both the SMarT and alternative plans saw no increase in their savings rates.

The question naturally arose as to how the company might entice more of its employees to enroll
in the SMarT plan. One suggestion was to frame the choice of retirement plans as an “opt-out” rather
than an “opt-in” decision. Under opt-out, new employees are automatically enrolled in the SMarT
plan and therefore must take it upon themselves to switch to another plan. Opt-out ingeniously
harnesses employees’ natural tendencies toward status quo bias for their own betterment (at least
regarding retirement savings decisions).”

EXAMPLE 4

Pope and Schweitzer (2011) explore whether reference dependence (such as that described in Example
1), and “loss aversion,” (which is one of behavioral economics’ most renowned discoveries in
laboratory experiments), are present in the behavior of professional golfers.4 Loss aversion governs
choice behavior when an individual perceives the pain of losing as more powerful than the pleasure
of winning (or, gaining). Loss-averse individuals are more willing to take risks or behave dishonestly
to avoid a loss than to achieve a gain (behavioraleconomics.com, 2019).

As Pope and Schweitzer (2011) point out, golf provides a natural setting to test for loss aversion
because golfers are rewarded for the total number of strokes they take during a tournament, yet each
hole has a salient reference point, putting for par. Loss-averse golfers suffer more psychologically
from scoring “over par” (bogeying) on any given hole than “under par” (birdying). The authors
analyzed over 2.5 million putts measured by laser technology and found evidence that even the best
golfers—including Tiger Woods in his heyday—show evidence of loss aversion. Specifically, when
PGA golfers are under par on any given hole (i.e., putting for a birdie), they are 2% less likely to make
the putt than when they are putting for par or are over par (i.e., putting for a bogey).

EXAMPLE 5

The Ultimatum Bargaining game is one of the most widely tested games in the history of behavioral
game theory. It has been tested with students in the US and Europe, as well as tribes in Africa, the
Amazon, Papua New Guinea, Indonesia, and Mongolia. The game is described as follows:

. The opt-out approach has been shown to work in other instances as well, most famously for organ donor programs.
Davidai et al. (2012) point out that Spain, Belgium, Austria, and France have among the highest organ-donation consent
rates worldwide, precisely because they use opt-out defaults (known as “presume consent”) when it comes to registering
citizens in their respective programs. To not donate their organs upon death, citizens must take it upon themselves to opt
out (i.e., they must overcome status quo bias with respect to donating their organs).

. If you are wondering why professional golfers, it is because of the plethora of data that exists from the various Professional
Golfers Association (PGA) tournaments held each year.
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Two players — a Proposer and a Responder — bargain over $10. The Proposer offers some
portion, x, of the $10 to the Responder, leaving the Proposer with $(10-x). If the Responder accepts
the offer, then she gets $x and the Proposer gets $(10-x). If the Responder rejects the offer, both
players get nothing.

Camerer (2003) points out that by going first, and because the game is played in “one shot,” the
Proposer has all of the bargaining power. Therefore, we should expect, per the rational-choice model,
that the Proposer will exploit the fact that a similarly self-interested Responder will take whatever is
offered. The Proposer should thus offer an $x very close to $0.

Instead, in a multitude of experiments conducted worldwide, Proposers typically offer roughly
half of the total. Offers of roughly 20% are rejected about half of the time as punishment for what
Responders interpret as Proposers not having behaved fairly. Variants of the game have considered
more than one Proposer, repeated play between a Proposer and Respondent with “stranger matching”
(i.e., new pairings among the pool of subjects), higher stakes, and added risk associated with the
Responder not knowing for certain what the stakes are. Again and again, the behavior of participants
in the game deviates from the expected, rational outcome.

To reiterate and sum up our introductory remarks, human beings do not always behave as the self-
interested, net benefit maximizing individuals with stable preferences that the traditional rational-
choice model of economic decision making would have us believe. Let’s face it. Most of our choices
are not the result of careful deliberation. We are influenced by readily available information in
our memories and automatically generated, salient information in the environment. We live in the
moment and thus tend to resist change, are poor predictors of future behavior, subject to distorted
memory, and affected by physiological and emotional states of mind. We are social animals with
social preferences, susceptible to social norms and a need for self-consistency (Samson, 2019). All of
this we sense intuitively; these are normal human behaviors. Behavioral economics studies how this
normality plays out in economic and social contexts, and in the process identifies where traditional
rational-choice theory has fallen short of correctly predicting individual and social choice behavior.
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PART I.

SECTION 1 - THE IRRATIONAL QUIRKS OF
HOMO SAPIENS

In the Introduction, we alluded to the fact that behavioral economics as a separate field of inquiry
serves three main purposes. First, it responds to the limitations of the neoclassical paradigm of Homo
economicus, an idealized version of a human being who behaves eminently rationally: knowingly
and selfishly, with unlimited computational capacity, never making systematic mistakes. Second,
behavioral economics provides a clearer understanding of how Homo sapiens actually behave, given
all of our irrational quirks—our miscalculations, misjudgments, inconsistencies, contradictions,
illusions, moods, biases, fallacies, and so on (if that isn’t enough).1 Third, the field of behavioral
economics proposes adjustments to the theories historically predicated on the choice behaviors
scripted for Homo economicus.”

Referring to the diagram presented in the This Book’s Approach section, Section 1 of the textbook
pertains to the diagram’s upper portion.

Show where standard economic
theory fails and adjust the theory.

Behavioral Economics

1. Ariely (2008) lumps all of these irrational quirks into what he calls predictable irrationality.

2. The revisions are decisive enough as to be considered stand-alone theories themselves (e.g., Kahneman and Tversky’s
(1979) Prospect Theory), which will unfold later in this section.
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Here, we demonstrate how standard economic theory fails by highlighting the major disconnects
between behavior predicted of Homo economicus and that displayed by Homo sapiens (i.e., you, me,
and your fellow students). We begin by evincing our proclivities for committing the miscalculations,
misjudgments, etc. mentioned above through thought and laboratory experiments that you will
participate in, as well as through brief discussions of outcomes from interesting laboratory and field
experiments published in academic journals. Section 4 includes more in-depth discussions of some of
the studies mentioned here.

Periodically, we will delve into the standard economic theory being tested by the laboratory
experiments, and we will pinpoint how this theory has been revised in light of the outcomes of
these experiments. This material is perhaps best described as the gist of behavioral economics. Unless
otherwise indicated, the material in this section has either been taken directly from Kahneman (2011)
or is based on discussions therein.

Media Attributions

+ Figure 1 (Section 1) © Arthur Caplan is licensed under a CC BY (Attribution) license
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CHAPTER 1.

MISCALCULATIONS, COGNITIVE ILLUSIONS, MISJUDGMENTS, AND ‘EFFECTS'

We begin by considering some well-known miscalculations that bedevil and typify Homo sapiens.

(RELATIVELY SIMPLE) MISCALCULATIONS

A baseball bat and ball together cost $1.10. The bat costs $1 more than the ball. How much does
the ball cost?

If it takes 5 machines 5 minutes to make 5 football helmets, how long would it take 100 machines
to make 100 football helmets — 100 minutes or 5 minutes?

All daises are flowers. Some flowers fade quickly. Thus, some daises fade quickly. Is this
syllogism valid?

In a lake, there is a patch of waterlilies. Every day the patch doubles in size. If it takes 48 days for
the patch to cover the entire lake, how long would it take the patch to cover half the lake — 24 days
or 47 days?

Answers

Box 1 — The ball costs $0.05.

BEHAVIORAL ECONOMICS PRACTICUM 9



Box 2 — It would take 5 minutes.
Box 3 — The syllogism is not valid.
Box 4 — It would take 47 days.

Homo economicus would have scored a perfect four out of four. What was your score?

(RELATIVELY COMPLEX) MISCALCULATION

Wason (1968) proposed the following test of formal operational thought. Suppose you are shown four
cards with the faces showing respectively “D,” “3,” “B,” and “7,” as displayed in the figure below.

You are told that a card with a number on one side (e.g., 3 or 7) has a letter on the reverse side (e.g.,
D or B). You are then asked which of the cards you would need to flip over to test the hypothesis that
“If there is a D on one side of any card, then there is a 3 on its other side.”

Answer

To test this hypothesis, you would need to flip the D card. However, you would also need to flip
over the 7 card as well. If the letter on the opposite side of the 7 card is D, then the hypothesis
would be false.

COGNITIVE ILLUSIONS

Ready to be weirded out? Which of the two horizontal lines is the longest?

S
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“Ehrenstein”, by David Eccles, in the Public Domain

Are the sides of this cube bent inward?

Which of the black circles is the largest?

Do you see a rabbit or a duck in this drawing?
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Answers

1. Take a close look. The two lines are identical in length.
2. The sides of the cube are not bent inward.
3. Neither. The black circles are identical in size.
4. You can see both a rabbit and a duck in the drawing.

Homo economicus would provide correct answers to each question, no problem. How did you do?
Biederman (1972) and Palmer (1975) contend that our visual perceptions are affected by both our
prior conceptual structures and the characteristics of the visual stimulus itself. This would explain
why you may have struggled to answer some of questions correctly.

HEURISTICS

A heuristic is a practical, problem-solving method that is not guaranteed to lead to an optimal or
rational solution but is nonetheless deemed sufficient by an individual or organization for obtaining
a short-term goal or approximation (Myers, 2010). Heuristics can lead Homo saplens to misjudge
situations that more reasoned thought or research would otherwise improve upon.'

AFFECT HEURISTIC

Have you ever based a decision upon your like or dislike of the object in question rather than on
more objective information and logical reasoning? For example, maybe you've based your decision of
whether to purchase stock in a company based upon your like or dislike of the company rather than
whether the company’s stock price is under- or over-valued? If you have ever made a decision like this,
then as Kahneman (2011) instructs us, you are guilty of an Affect Heuristic. The key to distinguishing
this heuristic is the absence of any information or evidence that might otherwise be used to render
judgment or make a decision. We might, therefore, call this the ignorance-is-bliss heuristic.

. As we will learn in Section 4, heuristics can, in some cases, lead to preferable outcomes.
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AVAILABILITY HEURISTIC

Have you ever judged the frequency of an occurrence by the ease with which instances of the
occurrence have come to your mind or you have personally experienced it? For example, a judicial
error that affected you personally has undermined your faith in the justice system more than a similar
incident that you read about in the newspaper? If you have ever judged an occurrence like this, then
you were guilty of using an Availability Heuristic.

In an interesting study of the Availability Heuristic, Lichtenstein et al. (1978) asked subjects
participating in an experiment whether they knew the likely causes of death in the US. The subjects
were told that, on average, 50,000 people die each year due to motor vehicle accidents. They were
then asked to state how many people they thought died from 40 other possible causes, ranging from
venomous bites or stings, to tornados and lightning strikes, to floods, to electrocution, to fire and
flames . . . I think you get the grim picture. The authors found that subjects tended to overestimate
the number of people who die from less likely causes and underestimate the number of deaths from
more likely causes. For example, the average number of deaths due to fireworks (a less likely cause)
was estimated by the experiment’s subjects to be over 330 per year when the actual number is only
six. And, the number of deaths due to electrocution (a more likely cause) was estimated by the subjects
to be roughly 590 versus the actual number of over 1,000.

Subjects also tended to believe that two different causes associated with a similar number of deaths
were instead associated with markedly different numbers of deaths. For example, homicides and
accidental falls account for roughly 18,900 and 17,450 deaths per year, respectively, while, on average,
the subjects believed these two death tallies to be roughly 8,440 and 2,600. While the actual ratio of
deaths by homicide to deaths by accidental falls is only 1.08 (18,900 + 17,450), the corresponding
believed ratio is 3.25 (8,440 + 2,600). Upon further questioning of the subjects, Lichtenstein et al.
discovered that this upward bias correlated with newspaper coverage and whether a subject had
direct experience with someone who had died from a given cause—the very things that influence an
Availability Heuristic.

Needless to say, Homo economicus would never deign to use such heuristics. She would be fully
informed of the actual death statistics.

EFFECTS
DEPLETION EFFECT

Danziger et al. (2011) studied the proportion of rulings made by parole judges in favor of prisoners’
requests for parole. Their results are depicted in the figure below.
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Circled points in the figure indicate the proportions of first decisions made in favor of parole in each
of three decision sessions. The first decision session began after morning break time. The second
session began after lunch break, and the third session began after afternoon break time. Tick marks
on the horizontal axis denote every third case heard by the judges, respectively, and the dotted lines

indicate food breaks.
Note that for each decision session, the rulings begin in favor of parole and then steadily decline as

the end of each session is approached. Apparently, the judges get crankier as each session wears on.

Their sympathies suffer what’s known as a Depletion Effect.
We would expect no such pattern from Ludex economicus (judges from the Homo economicus species).

But what exactly would that pattern be?

PRIMING EFFECT

Consider these two thought experiments.

Last night Sally and Bob went out to dinner together. They enjoyed a meal at Wai Wai’s Noodle

Palace
SO_P

Last night Thida came home from work feeling tired and sweaty from a long day of work. She
took a long shower.

SO_P
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“__»

If you chose the letter “u” for the first box and “a” for the second box, then you are likely guilty of what
Kahneman (2011) calls a Priming Effect. As these experiments demonstrate, priming Homo sapiens is
rather easy.

PRIMING EFFECT (VERSION 2)

Bateson et al. (2006) examined the effect of an image of a pair of eyes on contributions made by
colleagues to an “honesty box” used to collect money for drinks in a university coffee room. Suggested

“__»

prices for the drinks were listed as follows (“p” stands for British “pence”).

Coffee (with or without milk): 50p
Tea (with or without milk): 30p
Milk only (in your coffee or tea): 10p
Full cup of milk: 30p

Please put your money in the blue tin.

Thanks, Melissa.

The figure below presents the study’s results.
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Relative to the week before, when a photo of a floral arrangement was shown, the week associated
with human eyes staring back at Melissa’s colleagues resulted in more money contributed to the
honesty box. All told, the authors report that their colleagues contributed nearly three times as much
for their drinks when a pair of eyes were displayed rather than the floral arrangement. This result
suggests the importance of the social cue of being watched (and thus, reputational concerns) on
cooperative behavior among humans. It is another example of a Priming Effect.

Homo economicus would not have been swayed by such cues and reputational concerns. Instead, he
would have exhibited what’s known as free-riding behavior, never or only rarely contributing to the
honesty box, irrespective of whether a pair of eyes were glaring or flowers blooming.

PRIMING EFFECTS ABOUND

Examples of the Priming Effect abound. For example, Kahneman (2011) mentions research suggesting
that “money-primed” people demonstrate more individualism (i.e., more independent-minded and
selfish behaviors and a stronger preference for being alone). Berger et al. (2008) find that support for
ballot propositions to increase funding for public schools is significantly greater when the polling
station is located in a school rather than a nearby location.
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Can you identify ways in which you are primed in your daily life? Of course, Homo economicus would
be compelled to answer “no” to this question.

MERE EXPOSURE EFFECT

Zajonc and Rajecki (1969) ran an interesting field experiment on the campuses of the University of
Michigan and Michigan State University. For a period of 25 days, an ad-like box appeared on the
front pages of the student newspapers containing one of the following Turkish words: KADIRGA,
SARICIK, BIWONJNI, NANSOMA, IKTITAF. The frequency with which the words were repeated
varied. One of the words was shown only once, and the others appeared on two, five, ten, or
twenty-five separate occasions. No explanations were offered to the readers of the papers. When the
mysterious ads ended, the investigators sent questionnaires to readers asking for their impressions
of whether each of the words “means something good or something bad.” The words presented more
frequently were rated much more favorably than the words shown only once or twice. This has come
to be known as the Mere Exposure Effect.

INTENTIONAL CAUSATION

Consider the following thought experiment.

Read this sentence:

After spending a day exploring beautiful sights in the crowded streets of New York City, Jane
discovered that her wallet was missing.

What comes to mind? Any chance that Jane was pickpocketed? If so, then you have succumbed to what
Kahneman (2011) calls Intentional Causation.

JUMPING TO CONCLUSIONS

The website Effectiviology provides several examples of how we Homo sapiens jump to conclusions
(https://effectiviology.com/jumping-to-conclusions/). Have you ever made ‘jumps’ like these?

+ Immediately deciding that a restaurant’s food is bad because its windows are smudged.
+ Believing someone is rich because she drives a fancy car.
+ Believing you will fail a test because you struggled with some of the practice questions.

+ Thinking someone does not like you because they were not enthusiastic when you said “good
morning’.

+ Thinking a house is on fire because you see smoke coming out of a window.
+ Assuming that because you did not get along with one person from a certain social group, you

will not get along with anyone else from that group either.

If so, then join the proverbial club. Jumping to conclusions is an easy thing to do.
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FRAMING EFFECT

Consider the following thought experiment.

Different ways of presenting the same information evoke different interpretations. Consider two
car owners who seek to reduce their costs:

Sylvester switches from a gas-guzzler of 5 miles per gallon (mpg) to a slightly less voracious
guzzler that runs at 6 mpg. The environmentally virtuous Elizabeth switches from a 13 mpg car to
one that runs at 17 mpg. Both Sylvester and Elizabeth drive their cars 16,000 miles per year. Who
will save more gas by switching?

If you chose Elizabeth you have fallen victim to what is known as a Framing Effect. Guess again.
Elizabeth saves (16,000+13) — (16,000+17) = 1,231 — 941 = 290 gallons per year, while Sylvester
saves (16,000+5) — (16,000+6) = 3,200 - 2,667 = 533 gallons per year!

HALO EFFECT

Consider the following thought experiment.

Who do you think has more virtuous qualities, Abigal or Anne?

Abigal: intelligent, industrious, impulsive, critical, stubborn, envious
Anne: envious, stubborn, critical, impulsive, industrious, intelligent

Note that Abigal and Anne share the same qualities. The only difference is that the more virtuous
qualities are listed first for Abigal and last for Anne. As a result, you are more likely to choose Abigal as
having the more virtuous qualities simply because of a type of Framing Effect called the Halo Effect.
Surely, Homo economicus would have identified Abigal and Anne as equally virtuous individuals.

In one of the earliest laboratory experiments designed to measure the Halo Effect, Nisbett and
Wilson (1977) had a group of students observe videotaped interviews with a professor who spoke with
a pronounced foreign accent and then rate his “likeability.”2 As the authors point out, when we like a
person, we often assume that those attributes of the person about which we know relatively little are
also favorable. For example, a person’s appearance may be perceived as more attractive if we like the
person than if we do not.

The subjects in Nisbett and Wilson’s experiment (roughly 120 University of Michigan students
enrolled in an introductory psychology course) were told that the investigators were studying the

. This was by no means the first such Halo-Effect experiment. For instance, an earlier experiment conducted by Landy and
Sigall (1974) found that evaluations of an essay (written by an unknown author) made by male college students were graded
substantially higher when the alleged author was an attractive woman rather than an unattractive woman. This Halo Effect
was pronounced, especially when the essay was of relatively poor quality.
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possibility that ratings of an instructor presented in such a brief fashion might resemble ratings by
students who had taken an entire course with the instructor. The subjects were shown one of two
different seven-minute, videotaped interviews with the same instructor, a native French-speaking
Belgian who spoke English with a fairly pronounced accent. In one interview, the instructor presented
himself as a likable person, respectful of his students’ intelligence and motives, flexible in his approach
to teaching, and enthusiastic about his subject matter (i.e., he portrayed himself as a “warm teacher”).
In the other interview, the instructor appeared to be quite unlikable, cold and distrustful toward his
students, rigid and doctrinaire in his teaching style (i.e., portraying a “cold teacher”). After viewing
the videotaped interview, the subjects rated the instructor’s likability, as well as the attractiveness of
his physical appearance, his mannerisms, and his accent. It was anticipated that the subjects would
rate the instructor as having a more attractive physical appearance, more attractive mannerisms, and
a more attractive accent when he was likable than when he was unlikable.

A substantial majority of the subjects who observed the interview with the warm teacher rated his
physical appearance as appealing, whereas a substantial majority of those who observed the interview
with the cold teacher rated his appearance as irritating. Similarly, a majority of subjects viewing the
warm teacher rated his mannerisms as appealing, whereas a majority of subjects viewing the cold
teacher rated his mannerisms as irritating. Lastly, about half of the subjects viewing the warm teacher
rated his accent as appealing, while half rated the accent as irritating, whereas the overwhelming
majority of subjects who viewed the cold teacher rated his accent as irritating.3

Hence, it appears that unlike Homo economicus, who would not be swayed by inconclusive evidence
such as a seven-minute interview, Homo sapiens can indeed be influenced by these types of first
encounters and attendant impressions. We tend to fall prey to the Halo Effect.

ORDERING EFFECT

Hogarth and Einhorn (1992) investigate what’s known as the Ordering Effect, which is associated
with how Homo sapiens update their beliefs over time—for example, how first impressions of an
acquaintance are updated as you spend more time together.4 The authors consider three pertinent
questions concerning this updating process. First, under what conditions does information processed
earliest in the updating sequence have greater influence (i.e., produce a Primacy Effect)? Second,
under what conditions is later information more important (i.e., produce a Recency Effect)? And third,
under what conditions is order irrelevant? In general, Hogarth and Einhorn consider order effects of
the following type:

There are two pieces of evidence, A and B. Some subjects express an opinion after seeing the
information in the order A-B; others receive the information in the order B-A. An order effect
occurs when opinions formed after A-B differ from those formed after B-A.

To test for Primacy and Recency Effects, the authors present subjects in their experiments with a set
of four scenarios, each of which involves an initial description (the stem) and two additional pieces of
information presented in separate paragraphs (the evidence). The content of the four stems consists
of the following: (1) a defective stereo speaker thought to have a bad connection; (2) a baseball player
named Sandy whose hitting has improved dramatically after a new coaching program; (3) an increase
in sales of a supermarket product following an advertising campaign; and (4) the contracting of lung

3. In Chapter 5 we will learn how researchers discern differences like these on a more formal, statistical basis.

. Similar to how the Halo Effect represents a special case of a Framing Effect, you should recognize that the Ordering Effect
is likewise a special case of a Framing Effect.
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cancer by a worker in a chemical factory. Note that each stem consists of an outcome (e.g., Sandy’s
hitting has improved dramatically), and a suspected causal factor (e.g., a new coaching program).
After reading a stem, subjects are asked to rate how likely the suspected causal factor was the cause
of the outcome on a rating scale from 0 to 100. For example, in the baseball scenario, subjects are
asked, “How likely do you think that the new training program caused the improvement in Sandy’s
performance?”

In one experiment (Experiment 1), subjects are provided with both “strong” and “weak” positive
evidence to nudge them toward a revised answer. Continuing with the baseball scenario, the positive
evidence consists of two sentences: “The other players on Sandy’s team did not show an unusual
increase in their batting average over the last five weeks. In fact, the team’s overall batting average
for these five weeks was about the same as the average for the season thus far.” The first sentence
provides strong positive evidence and the second sentence provides weak positive evidence. Thus,
the evidence is provided in a “strong-weak order” (strong-weak and weak-strong orderings were
randomized across subjects). After reading the evidence, subjects are asked again to rate how likely
the suspected causal factor was the cause of the outcome on a rating scale from 0 to 100.

In Experiments 2 and 3, the same procedures were followed except that in Experiment 2 the two
pieces of evidence consist of strong negative and weak negative information about the outcome,
and in Experiment 3 the two pieces of information are mixed, involving positive and negative
information. An example of negative information in the baseball scenario is, “The games in which
Sandy showed his improvement were played against the last place team in the league. Pitchers on that
team are very weak and usually allow many hits and runs.”

Hogarth and Einhorn’s hypotheses were that subjects participating in Experiments 1 and 2 should
not exhibit an Ordering Effect since the evidence was either purely positive or purely negative—the
ordering of strong vs. weak should, therefore, not measurably impact a subject’s initial rating of the
likelihood of the suspected causal factor having caused the outcome. However, the ordering of the
mixed evidence in Experiment 3—positive-negative vs. negative-positive—should impact a subject’s
initial rating.

Each of the authors’ hypotheses was confirmed by the experiments. In Experiment 3 they found
statistically significant evidence of a Recency Effect.’ Specifically, the positive-negative order resulted
in an average decrease in the subjects’ ratings of slightly more than 9, relative to the average initial
judgment, and the negative-positive order resulted in an average rating increase of slightly less than
3. Recency in this case is tied to the evidence provided in the second sentence as opposed to the first
sentence. Had the result been reversed (i.e., it was the first sentence that drove the average change
in rating rather than the second sentence), then Hogarth and Einhorn would have instead found
evidence of a Primacy Effect.

Of course, we would expect neither recency nor primacy to affect Homo economicus.

ANCHORING EFFECT

Kahneman (2011) describes another effect known as the Anchoring Effect, whereby a subject’s answer
to a question is anchored to information that is contained in the question itself. For example, suppose
Individual 1 is presented with Question 1 below, and Individual 2 is presented with Question 2.

. We explicitly define what we mean by “statistically significant” in Section 4. For now, think of statistically significant this
way: the result of an experiment is statistically significant if it is likely not caused by chance for some given level of
confidence, typically 95%.
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Assume that both individuals are so alike we can almost think of them as clones of one another.
Neither of them actually knows how old Gandhi was at death.

1. Was Gandhi younger or older than 114 years at his death? How old was Gandhi at his death?
2. Was Gandhi younger or older than 35 years at his death? How old was Gandhi at his death?

If the two individuals each suffer from the Anchoring Effect, then Individual 1 will answer a higher
age than Individual 2. This is because Individual 1’s anchor age in his or her question, 114 years, is so
much higher than Individual 2’s anchor of 35 years. Based on their disparate answers, an Anchoring
Index can be calculated as (Individual 1’s answer — Individual 2’s answer) + (114 - 35).

Of course, if the two individuals happen to be from the species Homo economicus, they would both
answer 78 years old, which was Gandhi’s actual age at death. And in this case, their Anchoring Index
would equal zero!

In a classic test of the anchoring effect among Homo sapiens, Ariely et al. (2003) asked students in
a laboratory experiment whether they would be willing to purchase a box of Belgian Chocolates for
more money than the last two digits of their Social Security Numbers (SSNs). For example, if the last
two digits of a participant’s SSN were 25, then s/he was asked whether s/he would be willing to pay
(WTP) more than $25 for the chocolates. The participants were then asked for the specific amount
they would be WTP. Because SSNs are assigned randomly, the authors hypothesized that there should
be no relationship between the participants’ SSNs and their respective WTP values. On the contrary,
Ariely et al. (2003) found a positive relationship between the participants’ SSNs and WTP values,
suggesting that a Homo sapiens’ SSN can induce an Anchoring Effect, particularly when it comes to our
WTP values for Belgian Chocolates. Yum!

In a separate experiment, Ariely et al. sought to answer the attendant question, do Homo sapiens
flip-flop from one anchor price to another, continually changing our WTP values? Or does the first
anchor price we encounter serve as our anchor over time and across multiple decisions (i.e., do we
exhibit what the authors call coherent arbitrariness)? For their experiment, the authors recruited
approximately 130 students attending a job recruitment fair on the MIT campus. The experiment
subjected each participant to three different sounds through a pair of headphones. Following each
sound, the participants were asked if they would be willing to accept a particular amount of money
(which served as the experiment’s anchor price) for having to listen to the sounds again. One sound
was a 30-second, high-pitched, 3,000-hertz sound, mimicking someone screaming in a high-pitched
voice (Sound 1). Another was a 30-second, full-spectrum (white) noise, similar to the noise a television
set or radio makes when there is no reception (Sound 2). The third was a 30-second oscillation
between high-pitched and low-pitched sounds (Sound 3). Ariely et al. used these particular sounds
due to there being no existing market for annoying sounds (therefore, the participants were precluded
from confounding their responses in the experiment with a pre-existing market price).

For the first part of the experiment, anchor prices of 10 cents or 90 cents were randomly assigned to
the participants. After indicating whether they would accept their anchor price for listening to Sound
1 again (“yes” or “no”), each participant then indicated the lowest price they would willingly accept to
listen to the sound again. Participants whose price was lowest “won” the opportunity to hear Sound 1
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again, and actually got paid for doing so. The remaining participants were not given the opportunity
to listen to the sound again (and thus, were not paid for this part of the experiment). As expected, the
authors found that those participants whose anchor price was 10 cents stated a lower willingness to
listen value to Sound 1 again (33 cents on average) relative to those whose anchor price had been 90
cents (73 cents on average).

To test how influential the anchor prices of 10 cents and 90 cents were in determining future
decisions, Ariely et al. then subjected each participant (from both the 10-cent and 90-cent anchor
price groups) to Sound 2 and asked if they would be willing to accept a payment of 50 cents to endure
the sound again. Similar to the first part of the experiment, after indicating whether they would
accept 50 cents for listening to Sound 2 again, each participant stated the lowest price they would
willingly accept to listen to the sound again. It turned out that the original 10-cent group stated much
lower prices than the original 90-cent group. Although both groups had subsequently been exposed
to the 50-cent anchor price, their original anchor prices (10 cents for some, 90 cents for others)
predominated. In other words, Homo sapiens exhibit persistent Anchoring Effects.

In the experiment’s final stage, participants were instructed to listen to Sound 3. This time, Ariely
et al. asked each of the original 10-cent group members if they would be willing to listen to this sound
again for 90 cents. And Ariely et al. asked each of the original 90-cent group members if they would
be willing to listen to this sound again for 10 cents. Having flipped the anchor prices, the authors
could now discern which anchor price—the first or the second—exerted the greatest influence on the
participants’ stated prices. Once again, each participant was then asked how much money it would
take to willingly listen to Sound 3 again.

The final results were that (1) those participants who had first encountered the 10-cent anchor
price stated relatively low prices to endure Sound 3 again, even after 90 cents was stated as the
subsequent anchor price, and (2) those who had first encountered the 90-cent anchor price demanded
relatively high prices, even after 10 cents was stated as the subsequent anchor price. Therefore, Ariely
et al. conclude that our initial decisions anchor future decisions over time. Or, to put it another
way, first impressions are important. Anchoring Effects remain with us long after an initial decision
is made. This is what explains, for example, the heuristic of brand loyalty. As Ariely (2008) points
out, loyal Starbucks customers likely share the same story explaining their fealty. Following their
first experience drinking a Starbucks coffee, they apply the following heuristic: “I went to Starbucks
before, and I enjoyed both the coffee and the overall experience, so this must be a good decision for
me.” And so on. This can also explain how you might start with a small drip coffee (your anchor) and
subsequently work your way up to a large Frappuccino.

SILO EFFECT

A Silo Effect occurs when a system is not in place that enables separate departments or teams within
an organization to communicate effectively with each other. Productivity and collaboration suffer as
a result. A classic example of the Silo Effect is when two departments within a given organization are
working on practically identical initiatives or projects but neither department is aware of what the
other is doing (Marchese, 2016). This phenomenon is also known as homophily (i.e., when contact
occurs more often between similar than dissimilar departments).

Although conventional wisdom has suggested for some time now that breaking down silos and
fostering interorganizational partnerships to achieve public health outcomes has distinct advantages,

. Ariely goes on to explain what likely attracted you to Starbucks in the first place.
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and examples can indeed be found where the practice of collaboration is growing within the public
health system, Bevc et al. (2015) set out to measure the extent to which disciplinary and organizational
silos that have traditionally characterized public health still exist. In particular, the authors test
for the persistence of Silo Effects in over 160 public health collaboratives (PHCs); social networks
comprised of diverse types of partners (e.g., including law enforcement agencies, nonprofit advocacy
groups, hospitals, etc.); varying levels of interaction; and multiple configurations designed to increase
common knowledge and resource sharing. Interestingly, Bevc et al. find that as network size
increases, a potential bias is observed among specific organization types in terms of their choosing to
interact with similar organizations (e.g., for law enforcement agencies to collaborate with other law
enforcement agencies, nonprofits with other nonprofits, and public health organizations with other
public health organizations, etc).

Thus, even in settings where reducing the impulse for homophily is explicitly being targeted,
Homo sapiens persist in occupying their silos. Given their ubiquitous understanding of the benefits of
collaboration among dissimilar groups, Homo economicus would never have built such silos in the first
place.

STUDY QUESTIONS

1. Describe two instances in your own life where you have adopted the Affect and
Availability Heuristics to help you in making decisions. What drove you to adopt these
heuristics? Do you believe the heuristics served you well? Why or why not?

2. Browse the internet for a challenge question that, like those presented in this chapter,
instigate miscalculation and error in reasoning. Also, find a cognitive illusion that
elicits the same sense of wonderment as those presented in this chapter.

3. Can you think of another sector of society besides the judiciary where the Depletion
Effect has potentially profound implications? Explain.

4. The Honesty Box described in Priming Effect (Version 2) is an example of a public good
funded by voluntary contributions, and the human eye-floral arrangement prompts are
pre-contribution mechanisms designed to induce full payment by coffee-room
attendees. Can you think of a post-contribution mechanism that might also induce full
payment to the Honesty Box? How would this mechanism actually work?

5. Suppose you have conducted a field experiment with a group of 50 adults to measure
the incidence of a Mere Exposure Effect. You have them listen to the new Bruce
Springsteen song “Letter to You” once per day over a period of eight consecutive days,
and then register their Liking Score (the extent to which they have enjoyed listening to
the song) after each listen. You summarize your results in the bar graph below. Are
these results evidence of a Mere Exposure Effect?
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Mean Liking Score

1 2 3 4 5 6 7 8

Exposures

6. Warning: This question concerns a politically charged event that occurred on January
18, 2019, at the Indigenous People’s March in Washington, D.C. After reading this
account of what happened at the march, and viewing this video of the event, which of
the effects presented in this chapter do you think best describes this episode in our
nation’s history?

7. Think of a situation in your own life when you framed information (either wittingly or
unwittingly) in such a way that helped pre-determine an outcome. Describe the
situation and how you framed the information. Was the outcome improved or
worsened as a result of how you framed the information?

8. After having learned about the Anchoring Effect in this chapter, do you think you will
ever fall for something like this again?

9. When someone admonishes you “not to judge a book by its cover,” or as British
management journalist Robert Heller once noted, “Never ignore a gut feeling, but never
believe that it’s enough,” what heuristic(s) is he unwittingly advising you to avoid using?

10. Browse the internet for information about an effect that was not discussed in this
chapter. Can you classify this effect as a special case of a Priming or Framing Effect?
Explain.

11. Browse the internet for a heuristic other than the Affect and Availability Heuristics
described in this chapter. Explain the heuristic.

12. It’'s one thing to detect the existence of a Silo Effect and quite another to measure its
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negative impacts on relationships between organizations or individuals. Identify a
setting or situation where a Silo Effect exists and design a field experiment to measure
the impacts of this effect on an outcome of interest.

13. The Halo Effect suggests that someone who is perceived as being physically attractive
has an advantage in certain situations—for example, when applying for a job. Can you
think of why the halo might have a reverse effect?
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CHAPTER 2.

THE BIASES AND FALLACIES OF HOMO SAPIENS

The quirks discussed in Chapter 1 set the stage for biases and fallacies that often plague the choice
behavior of Homo sapiens. The extent to which we miscalculate problems—problems begging for
various degrees of logical reasoning—illuminates our inherent cognitive limitations. The effects that
prime and frame us to miscalculate and misjudge underlying conditions (or when harnessed for our
betterment, help us correct our otherwise misguided thought processes) evince the different contexts
within which our quirks lead us astray. As we learned in Chapter 1, Homo sapiens have devised
heuristics, or rules-of-thumb, that we use as substitutes for deeper analysis of, or reasoning about,
problems that otherwise warrant such depth and reasoning.

In this chapter, we make a subtle turn from these stage-setting quirks toward identifying the
different ways in which Homo sapiens are innately biased. The word “innately” is important here.
Bear in mind that the biases discussed in this chapter are, for the most part, ingrained in the human
condition. They are not learned prejudices.

STATUS QUO BIAS

As previously discussed in Example 3 in the Introduction, Homo sapiens are prone to what’s known
as Status Quo Bias, whereby we tend to resist change, and thus, sometimes miss opportunities to
make beneficial changes in our personal lives as well as those for society at large. In Example 3
we learned that choosing the default option carefully can solve the problem of status quo bias. For
instance, the nations of Spain, Belgium, Austria, and France have among the highest organ donation
consent rates. Why? They use “opt-out” default on the organ donation registration form, and thus,
presume consent on the behalves of their citizens (Davidai et al., 2012). Similarly, Thaler and Benartzi
(2004) proposed the Save More Tomorrow (SMarT) Program where employees commit in advance to
allocate a portion of their future salary increases toward retirement savings (in effect opting out of the
alternative of not making this allocation). The authors found that (1) 78% of the company’s employees
offered the plan joined, (2) 80% remained in the program for 40 months, and (3) the company’s average
savings rate increased by 10%.

CONFIRMATION BIAS

In our daily lives, we sometimes guard more against committing what Statisticians call Type 2 error
(failing to reject a false null hypothesis) than against committing Type 1 error (rejecting a true null
hypothesis). For example, one of my most frequent Type 2 errors is instinctively blaming my wife
whenever something of mine goes missing at home, like a pair of shoes or a magazine. In this case,
I effectively set the null hypothesis as “my wife is innocent.” In my mind though, I consider her
guilty. I am therefore afraid of failing to reject the null hypothesis that she is innocent. Further, I
unwittingly guard my ego against being proved wrong by sharing menacing looks and grimaces and
sighs of helplessness. This is my guard against committing what I suspect would be a Type 2 error.
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Unfortunately, this precautionary tendency leads me to commit what is known as Confirmation
Bias.' The way [ structure my thinking, and the way I behave, impel me to confirm to myself that [ am
not absent-minded. It's my wife’s fault. She is the guilty one!

Darley and Gross (1983) conducted one of the earliest and most enduring studies of Confirmation
Bias with approximately 70 of their undergraduate students. One subgroup of the students was subtly
led to believe that a child they were observing came from a high socio-economic (SE) background,
while another subgroup was subtly led to believe that the child came from a low SE background.
Nothing in the child’s SE demographics conveyed information directly relevant to the child’s
academic abilities. When initially asked by the researchers, both subgroups rated the child’s ability
to be approximately at grade level. Two other subgroups, respectively, received specific SE
demographics about the child—one set of demographics indicating that the child came from a high
SE background, the other that she came from a low SE background. Each of these two subgroups then
watched the same video of the child taking an academic test. Although the video was identical for all
students in these two subgroups, those in the subgroup who had been informed that the child came
from a high SE background rated her abilities well above grade level, while those in the subgroup
for whom the child was identified as coming from a lower SE background rated her abilities as
below grade level. The authors concluded that Homo sapiens are prone to using some “stereotype”
information to form hypotheses about the stereotyped individual. Homo sapiens test these hypotheses
in a biased fashion, leading to their false confirmation.

LAW OF SMALL NUMBERS

Consider the following thought experiment presented in Kahneman (2011):

Consider three possible sequences for the next six babies born at your local hospital (B stands for
“boy” and G stands for “girl”):

BBBGGG

GGGGGG

BGBBGB

Are these sequences equally likely?

Kahneman’s guess is that you answered “no,” in which case you consider the third sequence (B G B B
G B) to be the most likely to occur. You liken it to your experience flipping a coin—flip the coin often
enough and you would expect to see Heads and Tails alternating more repeatedly, which would be a
valid expectation. The problem here is that the coin hasn’t yet been flipped often enough. A sequence
of six babies is not enough flips of the coin, so to speak, to necessarily start witnessing an alternating

. Of course, it can be argued that those who guard more against committing Type 1 error are just as likely to exhibit
Confirmation Bias. In my case, this counterfactual situation would have me guarding against blaming my wife. But since
our children no longer live under our roof, and we own no pets capable of playing hide and seek with my things, this
scenario would require that I blame myself first and foremost. Perish the thought!
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pattern. Hence, if you indeed answered “no” to the question you are guilty of what's known as the Law
of Small Numbers.” Needless to say, Homo economicus is not beholden to this law.

In a classic study of the Law of Small Numbers, Gilovich, et al. (1985) investigated common
beliefs about “the hot hand” and “streak shooting” in the game of basketball. The authors found that
basketball players and fans alike tend to believe that a player’s chance of hitting a shot is systematically
greater following a hit than following a miss on the previous shot. However, data compiled for an
entire season (i.e., data from a large sample) did not support the hot-hand hypothesis which, by its
very nature, is predicated on a game-by-game basis (i.e., data from a small sample).

In specific, Gilovich, et al. (1985) found that if a given player on a given night had just missed
one shot, then on average, he hit 54% of his subsequent shots. Likewise, if the player had just hit
one shot, he hit 51% of his remaining shots. After hitting two shots, he then hit 50% of subsequent
shots. The estimated correlation coefficient between the outcome of one shot and the next was
a statistically insignificant —0.039, suggesting that shooting streaks are an illusion. Each shot is
essentially independent of the previous shot. To the contrary, when surveyed, basketball fans on
average expected a 50% shooter to have a 61% chance of making a second shot once the first was made.
The authors also analyzed game-by-game shooting percentages to see if a player’s performance in a
single game could be distinguished from any other game. Again, contrary to the beliefs of the average
fan, they found no evidence that players have hot and cold shooting nights.3

REPRESENTATIVE BIAS

Consider the following two-part thought experiment presented in Kahneman (2011):

James is a new student at your university. What is the likelihood that James’ major is?

Psychology Philosophy Chemistry Computer Sciences Library and Info Sciences
Physics

Hopefully, you appealed to some base-rate information in answering this question, either because
you recently happened to see some published statistics about your university’s distribution of majors

. The opposite of this law, the Law of Large Numbers, is what underpins the correct answer, “yes,” to this experiment’s
question. Interestingly, the law’s application here does not specify a threshold number of births beyond which we would
expect to see more of an alternating pattern. Rather, as applied here, the Law of Large Numbers merely implies that six is
too small a number.

. Clotfelter and Cook (1991) and Terrell (1994) tested for a version of the Law of Small Numbers known as the Gambler’s
Fallacy based upon state lottery data from Maryland and New Jersey. In both lotteries, players try to correctly guess a
randomly drawn, three-digit winning number. Both studies found that relatively few players bet on a number that had
recently won the lottery. Gamblers in the New Jersey lottery who succumbed to this gambler’s fallacy paid more of a price
than those who succumbed in the Maryland lottery. This is because in the Maryland lottery all players who pick the correct
number win the same prize amount, while in New Jersey a jackpot amount is split evenly among all the winners. Thus, a
player in the New Jersey lottery wins more the fewer the number of other winners, in which case picking a number that
recently won the New Jersey lottery is actually a better strategy (or less-worse strategy) in New Jersey than it is in
Maryland. One would therefore expect to find fewer players succumbing to the Gambler’s Fallacy in New Jersey than in
Maryland. Although this did occur, the difference was only slight, suggesting that gamblers are hard-pressed to overcome
the fallacy even when it is in their best interest to do so.
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or because you've wondered about this very question before and, based upon your perceptions, can
guesstimate a fairly reasonable answer.
Now, consider a slightly altered form of this experiment.

James is a new student at your university. During his senior year of school his school’s
psychologist made the following personality sketch of James based upon tests of uncertain validity:

“James is of high intelligence. He has a need for order and clarity, for neat and tidy systems in
which every detail finds its appropriate place. His writing is rather dull and mechanical. He has a
strong drive for competence. He seems to have little sympathy for other people and does not enjoy
interacting with others. Self-centered, James nonetheless has a deep moral sense.”

What is the likelihood that James’ major is?

Psychology Philosophy Chemistry Computer Sciences Library and Info Sciences
Physics

Kahneman’s guess is that the added information provided by James’ high school psychologist has
made it more likely that your ranking of the likelihoods of each candidate major looks something like
this.

Chemistry Physics Computer Sciences Philosophy Psychology Library and Info. Studies

In which case you would be guilty (justifiably so?) of what’s known as Representative Bias.

CONJUNCTION FALLACY

Consider the following thought experiment proposed by Kahneman (2011):

Ella is 31 years old, single, outspoken, and very bright. She majored in Philosophy. As a student,
she was deeply concerned with issues of discrimination and social justice, and also participated in
the 2017 Women’s March in Washington, DC.

Referring to the list below (which is presented in no particular order), rank each statement from
the most to least likely:

1. Ella is a teacher in a primary school.
2. Ella works in a bookstore and practices yoga.
3. Ella is active in promoting women'’s rights.
4. Ella is a social worker.
5. Ella is a member of Equality Now.
6. Ella is a bank teller.
7. Ella is an insurance agent.
8. Ella is a bank teller and is active in promoting women’s rights.

If you ranked number 8 higher than numbers 3 or 6, then you are guilty of a Conjunction Fallacy. That
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is because numbers 3 and 6 are each marginal probabilities and number 8 is a corresponding joint
probability. By definition, marginal probabilities are never less than corresponding joint probabilities.
But not to worry. Kahneman reports that in repeated experiments, over 80% of undergraduate and
graduate students at Stanford University make the mistake. Homo economicus? Never.

CONJUNCTION FALLACY (VERSION 2)

As another example of the Conjunction Fallacy, consider the following thought experiment provided
by Kahneman (2011):

Suppose [ have a six-sided die with four green faces and two red faces, which will be rolled 20
times. I show you three sequences that could potentially arise during any subset of the 20 rolls (G =
green and R = red):

I.RGRRR
2.GRGRRR
3.GRRRRR

Choose the sequence you think is most likely to have arisen during a subset of 20 rolls.

If you chose Sequence 2, you have unwittingly fallen victim to a Conjunction Fallacy. Note that
Sequence 1 is a subset of Sequence 2. Similar to the marginal vs. joint probability comparison in the
previous thought experiment, subsets of a larger set are always more likely to occur than the larger set
itself. To derive this result mathematically, begin by noting that the probability of a red face occurring
on any given roll of the die is 2/6 = 1/3 and the probability of a green face is 4/6 = 2/3. Since the
outcome of each roll of the die is independent from the outcomes of any other roll, the probability of
Sequence 1 is therefore 1/3 x 2/3 x 1/3 x 1/3 x 1/3 = 0.00823, and the probability of Sequence 2 is
2/3 x0.00823 = 0.00549.
Guess who would have done this math in his or her head, and thus, never chosen Sequence 2?

PLANNING FALLACY

Kahneman (2011) recounts an anecdote about a company’s management team that had unfortunately
developed over time a systematic tendency toward unrealistic optimism about the amount of time
required to complete any given project, as well as the project’s probable outcome. Unrealistic
optimism is a symptom of what is known as Planning Fallacy, which in turn results in Optimism Bias.
As Kahneman (2011) informs us, one way to eschew this bias is to conduct a “premortem” before a
project begins, whereby the management team imagines that the project has failed and then works
backward (a technique known as backward induction, which you will learn more about in Section 3
of this textbook) to determine what could have potentially lead to the project’s failure. This strategy
seems to align with the old adage, “hope for the best, expect the worst.”

STEREOTYPING

Consider the following thought experiment.
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A Taxi in Yangon (the capital city of Myanmar) was involved in a hit-and-run accident at night.
Two taxi companies, Grab and Hello, operate in the city.

You are given the following data:

+ The two companies operate the same number of taxis, but Grab taxis are involved in 85% of
accidents.

+ A witness identified the taxi as Hello. The court tested the reliability of the witness under
circumstances that existed on the night of the accident and concluded that the witness correctly
identified each one of the two taxis 80% of the time and failed to identify them 20% of the time.

Q: What is the probability that the taxi involved in the accident was Hello rather than Grab?

If you are like most people, you see this experiment as suffering from TMI. In your mind, the great
majority of the evidence suggests that a Grab taxi was the culprit. Thus, although you might not assign
a probability as low as 100% — 85% = 15% to a Hello taxi having been involved in the accident, chances
are you will assign something close to 15%, in which case you are guilty of adopting an Availability
Heuristic (recall the discussion about this heuristic in Chapter 1) and consequently stereotyping
poor old Grab taxi company. Mathematically, we can use the information supplied in the thought
experiment and appeal to what’s known as Bayes Rule to calculate Hello’s actual probability.
Let Pr(H) = 0.15 represent Hello’s (/{’s) probability of getting in an accident on any given
night.
Let Pr(G) = 0.85 represent Grab’s ((5’s) probability of getting in an accident on any given
night.
Let Pr(H|W) = 0.80 represent the probability that [ was involved in the accident given the
witness’s (IW’s) testimony.
Let Pr(G|W') = 0.20 represent the probability that ¢ was involved in the accident given W
s testimony.
Via Bayes Rule, the probability that a Hello taxi was involved in the accident is calculated as,
[Pr(H|W)x Pr(H)| + [(Pr(H|W)x Pr(H)) 4+ (Pr(G|W)z Pr(G))]
=[0.80 x 0.15] + [(0.80 x 0.15)+(0.20 x 0.85) ]=41%,

which (surprise, surprise) is exactly the probability that Homo economicus would calculate.

Stereotyping does not materialize solely as a lack of application or misapplication of a mathematical
rule. It is a much more pervasive behavior among Homo sapiens, particularly when it comes to
ascribing motives to or judging the practices of other individuals or groups of people. How do we
integrate our impressions of another person to form a perception of that individual’s reference group
as a whole? To what extent does the Availability Heuristic lead to stereotyping in instances such as
these?

Rothbart et al. (1978) preface their experiments in pursuit of answers to these questions with
the basic understanding that among Homo sapiens information obtained about other individuals is
organized mnemonically. Attendant judgments made about the other individuals’ respective reference
groups in turn vary according to the way the information is organized in one’s brain. In particular,
when we have repeated interactions with individuals of a specific group, we may organize our
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perceptions of this group around the specific individuals with whom we have interacted or around an
integration of the repeated characteristics of the individuals we have encountered.

Further, Rothbart et al. postulate that one of the strongest determinants of mnemonic organization
is the demand made on memory during the learning process. When there is low demand on memory,
individuals can organize their perceptions of a group around their interactions with its individual
members. However, under a high-memory load, individuals are more apt to organize their
perceptions around the integration of repeated characteristics encountered within the group as
a whole (ignoring the specific individuals encountered). To investigate these issues of memory,
organization, and judgment driving Homo sapiens’ proclivity to stereotype, the authors designed a
series of experiments to examine the effects of memory organization on the recall and heuristic
judgments of a reference group’s characteristics.

In the experiments, over 200 subjects are presented with identical trait information about group
members in one of two ways. In the single-exposure condition, each presentation of a trait is paired
with a different “stimulus person,” where each stimulus person is encountered only once. In the
multiple-exposure condition, a given trait (e.g., “lazy”) is paired multiple times with different stimulus
persons. Eight favorable traits (cooperative, objective, intelligent, generous, creative, resourceful,
sincere, reliable) and eight unfavorable traits (clumsy, anxious, impatient, lazy, compulsive, irritable,
withdrawn, stubborn) were used in the experiments. Depending upon the particular experimental
session, the same number of desirable traits were presented either one-third as often, half as often, or
three-times more often than undesirable traits. The actual experiments themselves consisted of either
16 (low-memory load) or 64 (high-memory load) name-trait pairings.

After the presentation of the stimulus information, subjects estimated the proportions of desirable,
undesirable, and neutral persons in the group, recalled the adjective traits, and rated the attractiveness
of the group as a whole. Two measures of group attractiveness were obtained by asking subjects to
rate the desirability of the group as a whole on a 17-point scale from 1 (extremely undesirable) to 17
(extremely desirable) and to rate “how much they would like a group with these characteristics to be
among (their) close friends” on a 17-point scale from 1 (dislike very much) to 17 (like very much).

Rothbart et al. find that when under low-memory load and in the multiple-exposure condition,
the typical subject’s recollection of desirable stimulus persons in the group, as well as his or her
judgment of group attractiveness, both remained constant as the proportion of presentation of the
same desirable stimulus persons increased. This means that if a new individual joined the multiple-
exposure group, say Fred, who demonstrated two instances of generosity, then this would not alter
the typical subject’s recollection and judgment of the group’s desirability. On the contrary, when the
proportion of different desirable stimulus persons increased in the single-exposure condition, the
subject’s judgment of group attractiveness increased proportionally (e.g., if sincere Sam was added to
the single-exposure condition, the experiment’s typical subject would increase his or her judgment of
group attractiveness, and this increased amount would itself increase as additional desirable stimulus
persons were added to the group). When under a high-memory load, the subject’s recollection and
judgment of the group’s desirability increased proportionately as desirable stimulus persons were
added under either the single- or multiple-exposure condition.

Therefore, the authors conclude that subjects under low-memory load organize their perceptions
of group desirability around the preponderance of desirable stimulus persons in the group, while
subjects under high-memory load organize their perceptions around the group as a whole regardless
of whether an increase in desirability materializes through the addition of single encounters with
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desirable stimulus persons (single-exposure condition) or multiple encounters (multiple-exposure
condition). In other words, the extent to which Homo sapiens stereotype depends upon how loaded
their memories are with interactions with different members of the group being judged.4

CONFORMITY

In what has since been deemed a classic test of the social stigma of Conformity, Asch (1951) devised an
experiment to test the extent to which a “naive subject” might choose to conform. In this experiment,
the naive subject conforms when he selects an obviously wrong answer to a simple question as a result
of having been unknowingly placed in a group of “stooges.” Stooges had been pre-programmed to
select the obviously wrong answer en masse.

The experiment presents the naive subject with the following figure.

Target line A B C

“

‘Psychology-asch-1951", by Saul McLeod, licensed under CC BY 3.0

He is then, eventually, asked which line in the box on the right—A, B, or C—is most like the Target line
in the box on the left. Clearly, the correct answer is line C. However, in this experiment each of the
stooges answers aloud and individually before the naive subject. In some treatment trials, each stooge
answers line A, while in others they answer line B. The naive subject conforms if he answers line A in
the former case and line B in the latter.

Asch (1951) conducted 18 trials total, 12 of which were treatment trials including stooges, and
6 of which were control trials without stooges (i.e., where no subjects in the group had been pre-
programmed to say line A or line B). In the treatment trials, 75% of the naive participants conformed.

. In a second experiment, Rothbart et al. test whether group members who are considered most salient have a
disproportionate impact on our impressions of the group as a whole, in particular, whether “extreme individuals,” by being
novel, infrequent, or especially dramatic, are more available in memory, and thus, overestimated when judging their
presence in the group. The authors ran the experiment with extreme instances of physical stimuli (men’s heights) and social
stimuli (unlawful behavior). In accord with the authors’ predictions, subjects gave significantly higher estimates of the
number of stimulus persons in the groups with extreme conditions—over six feet tall (in the physical stimuli treatment) and
criminal acts (in the social stimuli treatment).
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In the control groups, only 1% of subjects gave incorrect answers (i.e., 99% of the subjects chose line
).’

What do you think would have been the outcome of this experiment if the naive subjects in the
treatment groups would have been from the Homo economicus species rather than Homo sapiens?

HINDSIGHT BIAS

Fischhoff and Beyth (1975) engaged students at Hebrew University and Ben Gurion University of
the Negev in Israel in an interesting experiment regarding the students’ predictions and recollections
of then-President Nixon’s diplomatic visits to China and the USSR in the first half of 1972. It turns
out that 75% of the students recalled having assigned higher probabilities than they actually had to
events that they believed had happened. Specifically, shortly after Nixon’s visit to China or the USSR,
these students erroneously believed that they had more accurately predicted before Nixon’s visit that
Nixon would make the trip. And 57% of the students erroneously recalled having assigned lower
probabilities than they actually had to events they believed had not happened. Specifically, shortly
after Nixon’s visit to China or the USSR, these students erroneously believed that they had more
accurately predicted before Nixon’s visit that Nixon would not visit somewhere else, other than China
or the USSR. Ouch!
These exaggerations of predictive accuracy are reflective of what is known as Hindsight Bias.’

LESS IS MORE

Redelmeier et al. (2003) report on a study of roughly 700 patients who underwent colonoscopies. The
patients self-reported the intensity of pain on a 10-point scale (0 = “no pain at all” to 10 = “intolerable
pain”) every 60 seconds during the procedure. By random assignment, half of the patients’ procedures
lasted a relatively short amount of time. The other half had a short interval of time added to the end
of their procedure during which the tip of the colonoscope remained in their rectums (egad!).

The experience of each patient varied considerably during the procedure. As an example, suppose
Patient A’s procedure lasted 14 minutes, while Patient B’s lasted 29 minutes. Later, shortly after their
respective procedures, we would expect Patient B to have reported incurring more pain overall (again
on a 10-point scale) since the “integral of pain” is larger for Patient B. On the contrary, the researchers
found that on average those patients who underwent the extended procedure (like Patient B) rated

. For a nice synopsis of the original Asch conformity experiment, along with more recent conformity findings, see McLeod
(2018).

. Hindsight Bias is a special case of biases associated with “optimistic overconfidence,” of which there are several examples.
For instance, Svenson (1981) questioned drivers in the US and Sweden about their overall driving skills. 93% of US drivers
and roughly 70% of Swedish drivers believed they drive better than the respective average drivers in their countries,
indicating general overconfidence in their driving skills. In some instances, people may express Hindsight Bias in a less
egotistical manner by believing that others possess the same level of skill or knowledge as they do. This is what’s come to
be known as the “curse of knowledge.” Whereas Hindsight Bias results when Homo sapiens look backward in time, a similar
bias results when we look forward in time (i.e., when we predict the future), called Projection Bias. Projection Bias occurs
when we do not change how we value options (e.g., decision outcomes) over time. Thus, we tend to ignore the impacts of
certain factors that have changed in the intervening time, which can later lead to regret at having made the decision we did.
As we will see in Chapters 4 and 5, Hindsight and Projection Biases lead to what’s known as the “time-inconsistency
problem” for Homo sapiens, where what we believe we will want at some future time disagrees with what we actually want
(and therefore choose) at that future time (which can be thought of as an inter-temporal version of a preference reversal).
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their overall experience as less unpleasant than those who underwent the shorter procedure.7 This
result exemplifies what’s known as Less is More.

FLAT-RATE BIAS

Many services can be purchased on a per-use or flat-rate basis (e.g., per-month, per-season, or per-
year). For example, mass transit in most cities can be paid for per ride or via a monthly or pre-paid
transit pass. Health clubs allow you to pay per visit or on a monthly, annual, or punch-pass basis.
Living in Utah where downhill skiing is considered by many to be a must-do, I can purchase a daily lift
ticket each time I arrive at the mountain or pre-purchase a season’s pass which allows me unlimited
visits during the ski season. It seems only logical that for purchases like these, people decide how many
times they will use the service during a given year and then choose to purchase on a per-use or a flat-
rate basis, whichever costs them less. But such is not always the case. Homo sapiens are prone to what’s
known as Flat-Rate Bias.

For example, Della Vigna and Malmendier (2006) analyzed data from three U.S. health clubs with
information on both the contractual choice and the day-to-day attendance decisions of approximately
8,000 members over three years. Members who chose a contract with a flat monthly fee of $70
attended on average 4.3 times per month. They, therefore, paid an effective price per visit of more
than $17 even though they could have paid only $10 per visit using a 10-visit punch pass. On
average, these members forgo savings of roughly $600 over the course of their memberships. Further,
members who chose the monthly contract were 17% more likely to stay enrolled beyond one year than
users pre-committing for a single year. Flat-Rate Bias, therefore, has relatively costly consequences
for these members.

Della Vigna and Malmendier mention the leading explanations for their findings: overconfidence
about future self-control and resolve. Overconfident members overestimate their future attendance
as well as their resolve to cancel automatically renewed contracts. This latter manifestation of
overconfidence—a lack of resolve when it comes to cancelling a contract—is what’s known as a time
inconsistency problem (or a Projection Bias). Time inconsistency arises when you make a suboptimal
choice in the moment that is inconsistent with how you envisioned making that choice at an earlier
period in time (e.g., as part of a larger plan). For example, you may originally sign the contract with
automatic renewal with the understanding that if later on you find yourself working out less than
expected, you will cancel. But as “later on” becomes “today,” you're just too busy or forgetful to follow
through with the cancellation.”

DIVERSIFICATION BIAS
As Read and Loewenstein (1995) point out, the rational model of Homo economicus’ choice behavior

. Nevertheless, those patients undergoing the extended procedure reported having experienced less pain in the final
moments of their procedures than those undergoing the shorter procedure.

. In a related study of members of three health clubs in Colorado, Gourville and Sorman (1998) found evidence of what’s
known as “payment depreciation,” whereby payment for club membership has a diminishing effect on members’ use of the
club as time goes on. Memberships in these clubs were purchased on an annual basis with payments made semi-annually
from the time of enrollment. For instance, a member joining in January would pay in January and June each year. The
authors found that no matter when the month of payment occurred, there was a substantial spike in attendance
immediately following payment. Approximately 35% of the average member’s attendance during any six-month window
occurred in the month of payment. In contrast, roughly 10% of attendance occurred during the fourth or fifth month after
payment.
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suggests that it is better to make choices in combination rather than separately, in other words, to
frame the choices broadly rather than narrowly. For example, for dinner tonight, you should choose
the restaurant you will eat at based upon the expected quality of the entrée, and then also envision
the wine you will choose based upon the entrée. And before going out, you should select a matching
outfit. It would probably be best if you combine the restaurant, dinner, wine, and outfit into a single
interrelated choice. The advantages of a combined choice stem from the complementarities and
substitutability between the individual choices. Only when choices are made in tandem can such
interactions be accommodated optimally.

Previous experiments conducted by Simonson (1990) and Simonson and Winer (1992) found that
if consumers combine their purchases at a single, initial point in time (to simultaneously provide for
current and future consumption), they will choose more diverse bundles (i.e., exhibit more variety-
seeking behavior) than if they make purchases sequentially at the various points in time when the
goods are actually to be consumed. Homo sapiens being Homo sapiens, the question naturally arises
as to whether consumers are prone to over-compensate when it comes to adding variety to their
bundles. When consumers plan for more variety (in the simultaneous-choice setting) than they will
subsequently desire (in the sequential-choice setting), they exhibit a Diversification Bias. Read and
Loewenstein conduct a series of simultaneous- and sequential-choice laboratory experiments to
explain potential underlying causes of this bias.

The authors identify a host of possible explanations for Diversification Bias stemming from (1)
time contraction, when consumers subjectively shrink the inter-consumption interval when making
an initial simultaneous choice, thus exaggerating the impact of satiation on their preferences, and (2)
choice bracketing, when a simultaneous choice is presented to consumers in the form of a package
and the most straightforward choice heuristic is to diversify.9 In the experiments, roughly 375 subjects
(undergraduate economics students at Carnegie Mellon University) are randomly assigned to groups
tasked with making either simultaneous or sequential choices across three different snacks from
among the following six: Snickers bars, Oreo cookies, milk chocolate with almonds, tortilla chips,
peanuts, and cheese-peanut butter crackers. Read and Loewenstein ultimately find evidence of both
time contraction and choice bracketing as underlying reasons for Diversification Bias.

THE BIAS BLIND SPOT

We conclude this chapter with a simple question (and provide a generally accepted answer to it). To
what extent do Homo sapiens perceive themselves as less guilty of biasedness in their own thinking
than others are in theirs—others such as the “average American” or “average classmate”? Pronin et al.
(2002) couch this question of “asymmetry in perceptions of bias” as an informal hypothesis:

“People think, or simply assume without giving the matter any thought at all, that their
own take on the world enjoys particular authenticity and will be shared by other openminded
perceivers and seekers of truth. As a consequence, evidence that others do not share their views,
affective reactions, priorities regarding social ills, and so forth prompts them to search for some
explanation, and the explanation most often arrived at is that the other parties’ views have been
subject to some bias that keeps them from reacting as the situation demands. As a result of
explaining such situations in terms of others’ biases, while failing to recognize the role of similar

9. The authors also test several hypotheses about why Homo sapiens may choose greater diversity in a simultaneous-choice
setting, but not as a result of Diversification Bias. Rather, the reasons stem from mispredictions of taste, risk aversion and
uncertain preferences, and information acquisition about a larger variety of commodities.
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biases in shaping their own perceptions and reactions, individuals are likely to conclude that
they are somehow less subject to biases than the people whom they observe and interact with in
their everyday lives.” (pp 369-370)

The authors label this asymmetry as a special case of “naive realism” called the Bias Blind Spot. To
test their hypothesis, Pronin et al. surveyed a group of 24 Stanford students enrolled in an upper-
level psychology class on their susceptibility to eight different biases compared with both the average
American and their average classmate. The biases were associated with (1) self-serving attributions
for success versus failure (Self-Serving), (2) reduction of cognitive dissonance after having voluntarily
made a choice (Cognitive Dissonance), (3) the halo effect (recall our discussion in Chapter 1) (Halo
Effect), (4) biased assimilation of new information (Biased Assimilation), (5) reactive devaluation of
proposals made by one’s negotiation counterparts (Reactive Devaluation), (6) perceptions of hostile
media bias toward one’s group or cause (Hostile Media), (7) the fundamental attribution error
associated with blaming the victim (FAE), and (8) judgments about the greater good that are
influenced by personal self-interest (Self Interest).

The authors point out that while none of these particular biases had previously been discussed in
the class, participants may have learned about some of them in other psychology courses. Further,
the descriptions of the biases used the neutral terms “effect” or “tendency” rather than the nonneutral
term “bias.” Thirteen participants were asked first about their susceptibility to each of the eight
biases (“To what extent do you believe that you show this effect or tendency?”) and then about the
susceptibility of the average American to each (“To what extent do you believe the average American
shows this effect or tendency?”) The remaining 11 students rated the average American’s susceptibility
before their own. Ratings were made on nine-point scales anchored at 1 (“not at all”) and 9 (“strongly”),
with the midpoint of 5 labeled “somewhat.”

Pronin et al. found that for each bias the students on average rate their susceptibility less than
what they perceive as the average American’s. For some biases (e.g., Self-Serving, FAE, and the Halo
Effect), the difference is relatively large, while for others (e.g., Reactive Devaluation and Cognitive
Dissonance), the difference is relatively small."! Interestingly, the students also rated their parents as
less susceptible to each bias than the average American. In a separate study with a different sample
of students, Pronin et al. find that, although not as strong, these results extend to the average student
in another seminar course—a comparison group that is less hypothetical and more relevant to the
participating students than the average American.

Alas, it appears that not only are Homo sapiens susceptible to a host of biases and fallacies and effects,
but they are also susceptible to projecting their biases onto others, creating a ripple effect throughout
society. This leads Pronin et al. to conclude that,

“In the best of all possible worlds, people would come to recognize their own biases and
to recognize that they are no less susceptible to such biases than their adversaries. In the
imperfect world in which we live, people should at least endeavor to practice a measure of
attributional charity. They should assume that the “other side” is just as honest as they are (but
not more honest) in describing their true sentiments—however much these may be distorted by
defensiveness, self-interest, propaganda, or unique historical experience.” (p 380)

10. These biases are measured by Pronin et al. in an objective reality context. Related research conducted by Cheeks et al.
(2020) shows that people are similarly susceptible to the Bias Blind Spot in the subjective domain of art appreciation.

11. In Chapter 5 we will learn how researchers discern differences like these on a more formal, statistical basis.
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STUDY QUESTIONS

Note: Questions marked with a “t” are adopted from Just (2013), and those marked with a “%” are
adopted from Cartwright (2014).

1. T Homo economicus prefers information that is accurate no matter how it relates to her current
hypothesis. She continues to seek new information until she is certain enough of the answer
that the cost of additional information is no longer justified by its degree of uncertainty. As we
know, Confirmation Bias among Homo sapiens can lead to overconfidence, which impedes the
individual from fully recognizing the level of uncertainty she faces. What implications are
there for an information search by individuals displaying Confirmation Bias? When do these
individuals cease to search for additional information? What might this imply about people
who have chosen to cease their education efforts at various phases? How might education
policy be adjusted to mitigate this bias among individuals who terminate their educations at
different levels (e.g., before earning an Associate’s or Bachelor’s degree)?

2. Discuss how Status Quo Bias and the Mere Exposure Effect are related to each other.

3. Explain how Status Quo Bias has a negative impact on your life. Can you think of an example
of how this bias impacts your life positively?

4. *Why might the use of a heuristic stem from an underlying bias? Give an example of a
heuristic presented in Chapter 1 that accompanies a bias presented in this chapter. Should we
emphasize how clever people are for utilizing good heuristics or how deficient they are for
being biased in the first place?

5. Give an argument for why people who believe in extrasensory perception (ESP) or are prone
to superstition are more likely to exhibit Confirmation Bias than people who are not.

6. Why might people who are prone to Status Quo Bias also be prone to Confirmation Bias?
7. Explain how Confirmation Bias both differs from and is similar to Jumping to Conclusions.

8. As mentioned in the discussion of the Law of Small Numbers, basketball fans tend to believe
they are witnessing a “hot hand” when a player makes a series of shots during a game.
Gilovich, et al. (1985) dismissed the hot hand as a myth. Recall that based upon a season’s
worth of data, the authors found that if a given player on a given night had just missed one
shot, then on average, he hit 54% of his subsequent shots. Likewise, if the player had just hit
one shot, he hit 51% of his remaining shots. After hitting two shots, he then hit 50% of
subsequent shots. The estimated correlation coefficient between the outcome of one shot and
the next was a statistically insignificant —0.039, suggesting that shooting streaks are an
illusion. Take a look at this YouTube video of Houston Rocket’s star player Tracy McGrady'’s
amazing performance in the final 35 seconds of a crucial game against the San Antonio Spurs
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10.

11.

12.

13.

14.

15.

16.

on December 9, 2004, a performance that many basketball fans believe cumulated into the
greatest series of plays in National Basketball Association history. If this wasn’t a hot hand,
then what was it?

One way to demonstrate the implication of the Law of Small Numbers is to show how small
samples are inclined to result in greater extremes in terms of deviations from expected lottery
outcomes. To see this, suppose a jar is filled with a total of six marbles—three green and three
red. You randomly choose three marbles without replacement. Calculate the probability of
choosing the extreme of either three red or three green marbles. Now, assume the jar is filled
with a total of eight marbles—four green and four red. You randomly choose four marbles
without replacement. Show that the probability of choosing the extreme of either four red or
four green marbles is now less than it was when the jar was filled with three green and three
red marbles.

Name a bias in this chapter that is likely to occur as a result of having adopted the Affect
Heuristic. Name a bias that is a likely result of having adopted the Availability Heuristic.

Logicallyfallacious.com poses two questions. Answer each one. What fallacy are these two
questions setting you up to fall victim to? Question 1: While jogging around the neighborhood,
are you more likely to get bitten by someone’s pet dog, or by any member of the canine
species? Question 2: Sarah is a thirty-something-year-old female who drives a mini-van, lives
in the suburbs, and wears mom jeans. Is Sarah more likely to be a woman or a mom?

Can you think of a situation in your own life where undertaking a “premortem” would likely
help you avoid falling victim to the Planning Fallacy?

In the Bayes Rule example of Stereotyping, how low would the probability that a Hello taxi
was involved in the accident given the witness’s testimony (i.e., Pr(H |W¥')) have to be in
order for the probability of a Hello taxi having been in the accident to equal 15%?

Can you think of an example where “less is more”? Henry David Thoreau, the 19th Century
American naturalist, essayist, and philosopher, did so when he wrote in Life in the Woods (a.k.a
Walden Pond) that a man’s wealth is determined by the number of things that he can live
without.

Think of a way in which you have conformed to a social norm. Describe both the social norm
and how you went about conforming to it. In what ways has your conformity both benefitted
and harmed you?

When a bank recently stopped charging per transaction (e.g., check fees and fees per phone-
banking transaction) and changed to a per-month flat rate, their revenues went up by 15%.
What is the most likely cause of this response among the bank’s customers?
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PART II.

SECTION 2 - HOMO ECONOMICUS VERSUS HOMO
SAPIENS

We now turn to a discussion of the explicit axioms that distinguish Homo economicus, and describe
a central theory (known as expected utility theory) that evolved from these axioms in the mid-20th
century. The first two axioms are known as the Principal Rationality Axioms, and the second set of
five axioms are known as Additional Rationality Axioms.' While we assume that Homo economicus
would never violate any of them, the extent to which Homo sapiens violate these axioms has been
a foundational question in behavioral economics. In this section, we take a deep dive into the
comparison between Homo economicus and Homo sapiens.

We begin in Chapter 3 with an introduction to the axioms and principles that distinguish the
rational choice behavior of Homo economicus. We then examine the implications of these axioms and
principles with respect to how economists have traditionally depicted Homo economicus’ preferences,
specifically their risk preferences. In Chapter 4, we explore how behavioral economists have adjusted
the rational-choice model of Homo economicus to account for the reality of Homo sapiens’ choice
behavior. We introduce two new theories—Prospect and Regret Theories—that provide the two main
frameworks within which these adjustments are characterized. In Chapter 5, we investigate a variety
of laboratory experiments that have measured the extent to which Homo sapiens deviate from the
rationality axioms of Chapter 3. Chapter 6 presents additional laboratory experiments designed to
test the implications of the theories advanced in Chapter 4.

. Mas-Colell et al. (1995) include two additional axioms among the Principal Rationality Axioms known as the Reflexivity
and Continuity Axioms. Although important for understanding the preference-based approach to microeconomic theory,
these two axioms are not as germane to the ensuing discussion. Therefore, we leave their understanding to the more-
interested reader of microeconomic theory.
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CHAPTER 3.

THE RATIONALITY OF HOMO ECONOMICUS

PRINCIPAL RATIONALITY AXIOMS*
COMPLETENESS AXIOM

Suppose Homo economicus faces two lotteries, which we will denote as lotteries . and L' where both
lotteries are taken from what is known as the space of available lotteries L. Then, it must be the case
that either L =~ I/, L S L, or L ~ L. What the previous sentence says is that Homo economicus
either likes lottery L at least as much as lottery L’ (i.e, L =~ L), likes lottery L’ at least as much as
lottery L (i.e, L =X L), or is indifferent between the two lotteries (i.e,, L ~ L'). This is known as the
Completeness Axiom. For future reference, we will use the equivalent terminology “weakly preferred
to” rather than “likes at least as much” when referring to the preference relation .

TRANSITIVITY AXIOM

Given any third lottery L taken from the space of available lotteries £, if L >~ L' and L' 7= L”, then
L 7= L".In other words, Homo economicus would never fall victim to a “preference reversal,” whereby
she makes choices that contradict her stated preference ranking. This is known as the Transitivity
Axiom.

So that we are clear on what a lottery is, here is an example of three possible lotteries L, L', and L”.

L L L”
60% chance to win 5200 50% chance to win $100 55% chance to win $20
40% chance to lose $100 50% chance to lose S70 45% chance to lose 520

As a final note, it is worth pointing out that the Principal Rationality Axioms imply the existence
of what’s known as a utility function representing an individual’s preferences over lottery space L
, specifically, U : £ — R suchthat L 72 L' <= U (L) > U (L'). Let’s unpack this mathematical
statement. The first part of the statement (i.e, [/ : £ — R) says that utility function U magically
translates an individual’s preferences for the different lotteries that make up lottery space L into real
numbers. The real numbers, by the way, are measured in what’s known as “utils,” or units of happiness.
For example, if U (L) = 100.3, then the individual facing lottery L gets 100.3 units of happiness just
from the opportunity of being able to play the lottery.

The second part of the statement (ie., L = L' <= U (L) > U (L')) says that the statement
“lottery L is weakly preferred to lottery L” (i.e., L 77, L') is equivalent to the statement “the utility
level obtained from lottery L is no less than the utility level obtained from lottery L (i.e.,

U(L)>U (L').
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ADDITIONAL RATIONALITY AXIOMS*

DOMINANCE AXIOM

If L = L’ in all respects (i.e., L’s expected win outcomes are larger than Ls, and L’s expected loss
outcomes are lower), then L - L. To see what we mean by “expected win” and “expected loss”
outcomes, refer to the example lotteries above in the discussion of the Transitivity Axiom. Lottery L
’s expected win and expected loss outcomes, respectively, are $120 (0.6 x $200) and $40 (0.4 x $100),
while lottery L”s are $50 (0.5 x $100) and $35 (0.5 x $70). The final part of this axiom’s statement,
L = L/, states that lottery L is “strictly” preferred to lottery L. An equivalent way to say “strictly
preferred to” is to say “likes more than.” This is known as the Dominance Axiom.

Again referring to the example above, is L > L’ by the Dominance Axiom? The answer is “no.”
Although lottery L’s expected win of $120 is larger than lottery L”s expected win of $50, L’s expected
loss of $40 is also larger than L”s expected loss of $35. If lottery L’s expected loss had instead been
some amount less than $35, we could have concluded that L = L’ by the Dominance Axiom.

INVARIANCE AXIOM

If an individual’s preference ordering of different lotteries does not depend on how the lotteries
are described, then the individual’s preferences satisfies the Invariance Axiom. We do not have a
mathematical expression for this axiom. But there will be plenty of examples as we explore the
seminal experiments conducted by Kahneman and Tversky, experiments that motivated their famous
theories in behavioral economics. We will be learning about these theories later in this section of the
textbook.

SURE-THING PRINCIPLE

If L 7~ L' in any possible known state of the world, then L - L’ even when the state of the world
is unknown. This is known as the Sure-Thing Principle. Similar to the Invariance Axiom, we do not
have a mathematical expression to contend with. We will soon see an example.

The Sure-Thing Principle implies that an individual does not need to consider uncertainties when
making a decision if the individual deems the uncertainties to be irrelevant. For example, if an
investor has decided to purchase a company’s stock regardless of its upcoming earnings report, then
it makes no sense for the investor to worry about whether the company will ultimately report a profit
or a loss. His preference for the company’s stock is unaffected by the uncertainty surrounding its
reported profit level.

INDEPENDENCE AXIOM

An individual’s preferences defined over lottery space L satisfies the Independence Axiom if for any
three lotteries L, L', and L"”, and some constant « that lies between 0 and 1 (non-inclusive of 0 and
1), we have,

Lrl<aL+(1—-a)l" Zzal’+(1—a)L".

This last part of the axiom is a bit ugly. So let’s look at an example.
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/ Let @ = 0.6 and recall L, L', and L" from the previous example: \

L L! LH
60% chance to win $200 50% chance to win $100 55% chance to win $20
40% chance to lose $100 50% chance to lose $70 45% chance to lose $20
al + (1 —a)l” al'+ (1 —a)l”
36% chance to win $200 30% chance to win $100
22% chance to win $20 22% chance to win $20
24% chance to lose $100 30% chance to lose $70

K 18% chance to lose $20 18% chance to lose $20 /

Thus, in adherence to the Independence Axiom, if, say, an individual weakly prefers lottery L
to lottery L', then that individual will also weakly prefer lottery oL + (1 — o) L” to lottery
aLl’ + (1 — «) L”. By the looks of our example, the comparison between lottery oL + (1 — o) L”
and lottery o' 4+ (1 — «) L” is likely to be difficult for Homo sapiens, who would thus be prone to
violate this axiom. Hats off to Homo economicus for not violating the Independence Axiom.

SUBSTITUTION AXIOM

An individual’s preferences defined over lottery space L satisfies the Substitution Axiom if, for any
two lotteries L and L/, and again some constant « that lies between 0 and 1 (non-inclusive of 0 and
1), we have, L =~ L' <= oL = aL'.This is a simpler axiom than the Independence Axiom, but let’s
look at an example anyway.

/ Let « = 0.6 and recall earlier L and L' from the previous exampleh

L L
60% chance to win $200 50% chance to win $100
40% chance to lose $100 50% chance to lose $70
Then,
aL al'
36% chance to win $200 30% chance to win $100
24% chance to lose $100 30% chance to lose $70

. %

In adherence to the Substitution Axiom, if, say, an individual weakly prefers lottery L to lottery L/
, then that individual will also weakly prefer lottery L to lottery cvL’. By the looks of our example,
Homo sapiens should at least be able to make the necessary comparisons between each of these lotteries
and thus potentially satisfy this axiom.
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HOMO ECONOMICUS AND THE EXPECTED UTILITY FORM**

One of the key assumptions of rational choice theory is that Homo economicus maximizes expected
utility based upon his or her “total wealth” associated with the different outcomes of a lottery.
It turns out that because Homo economicus satisfies the Independence Axiom, his or her expected
utility is expressed in what is known as the “expected utility form” (EUF). Mathematically, we say
that utility function U : £ — R has the EUF if there is an assignment of utility and probability
values (u (w;) and m;, respectively) defined over a given lottery’s outcomes ¢ = 1,..., N, such
that U (L) = ). (m; - u(w;)), where w; represents the individual’s total wealth associated with
outcome ¢, i.e., the sum of his or her initial wealth level plus (or minus) the winnings (or losses)
associated with outcome 4.

Ouch. We had better jump to an example where, for simplicity, we set N = 2 (i.e., we consider
lotteries with only two possible outcomes—a win and a loss), like the lotteries I, I/, and L” presented
in the previous examples. Thus, in this case expected utility > . (m; - u (w;)) can be written as
U ’U,(U)l) + 79 - u(wg)

/Suppose an individual has initial wealth of $100 \

and his or her utility function u(w;) = /w;. Then,
using the values from the previous examples,

U(L) = 0.6v/300 + 0.4v/0 = 10.4
U(L") = 0.5v200 + 0.5v30 = 9.8
U(L') = 0.55vV120 + 0.45vV80 = 9.5

\Thus, L>L>L" /

You are probably wondering where all of the numbers in the example are coming from. Let’s first
take a look at the value for U (L), the expected utility associated with lottery L. Starting with the
values m and \/6, note that according to lottery L, if the individual wins, then he wins $200,
which, added to his initial wealth of $100, results in $300. Similarly, if the individual loses, then
he loses $100, which, subtracted from his initial wealth of $100, results in $0. The square roots
of 300 and 0 come about because the individual’s utility function for this example is specified as
U (wz) = \/Ui, where, in this case, 2 = 1 corresponds to a win outcome of $200, and ¢ = 2 corresponds
to a loss outcome of $100.

Lastly, the values 71 = 0.6 and 7o = 0.4, respectively, correspond to the 60% probability of the win
outcome occurring with lottery L, and the 40% probability of the loss outcome occurring. Thus, via
the expected utility form, we have

U (L) =71 U (wl) + T - U (wg) = 06\/@ + 04\/6 = 10.4 utils.

The expected utility values for lotteries L’and L” are derived in the same manner. Since
U (L) > U (L") > U (L") in this example, the result L > L’ > L naturally follows.

The utility expression u (w;) = \/w; indicates that our individual exhibits “risk aversion” with
respect to total wealth level w;. This is due to the utility expression itself exhibiting diminishing
marginal utility in w;. Thus, diminishing marginal utility in w; is synonymous with risk aversion. To
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further understand this relationship between diminishing marginal utility and risk aversion, we turn
to a graphical analysis.

In Figure 3.1 below, we depict u (w;) = |/w; defined on a continuum from the lowest total wealth
of $0 at the graph’s origin to the largest total wealth of $300. We also indicate the other total wealth
levels of $30, $80, $120, and $200 associated with lotteries L' and L”. Note that u (w;) = VWi
indeed exhibits diminishing marginal utility in wj, or to state it yet another way, u (w;) = \/w; is
“concave” in w;.

Figure 3.1. Utility Function Defined Over Wealth Levels

u(wy)

30 80 120 200 300 Wi

For sake of example, let'’s now superimpose the values associated with lottery L’ on this graph, as
shown in Figure 3.2.
Figure 3.2. Utility Function Defined Over Wealth Levels with Superimposed Lottery Values.
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Begin by noting that with lottery L’ the individual’s total wealth when she wins equals $200 (which,
as indicated on the graph’s vertical axis, corresponds to u (200) = v/200 = 14.1 utils), and equals $30
when she loses (corresponding to u (30) = /30 = 5.5 utils). We already know from the information
provided in the example that U (L') = 0.54/200 + 0.54/30 = 9.8 utils, as indicated on the graph’s
vertical axis. What the example did not tell us is that the midpoint on the line segment connecting the
individual’s utility values at lottery L”’s loss outcome of $30 and win outcome of $200 corresponds to
(0.5 x $200) + (0.5 x $30) = $115."

We can identify two values in this graph that provide quantitative measures of an individual’s risk
aversion. As shown in Figure 3.3, the measures are known as “certainty equivalent” and “willingness-
to-pay” (WTP) to avoid having to play the lottery in the first place.

Figure 3.3. Certainty Equivalent and WTP

1. Note that our reference point for this example—the midpoint of the line segment—corresponds to lottery L"s 50%-50%
split in probability of a win and a loss. If, for example, the lottery’s split had instead been 60%-40% in favor of winning,

then the reference point would be located further to the northeast on the line segment, corresponding to a i'; of 0.6 x
($200 + $30) = $138.
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As depicted in the graph, the individual’s certainty equivalence is found by drawing a line
horizontally from the midpoint of the line segment to its intersection with the utility function.
Mathematically, this intersection corresponds to the value of w; (in the graph denoted as x) that solves
for the expected utility value of lottery L/, 9.8 utils. This value is $96, which, because the individual in
this example is risk averse, is less than $11 5.7 The individual’s WTP is then calculated as $100 — $96 =
$4. In other words, the individual is willing to pay $4 (out of his initial wealth of $100) to avoid having
to play lottery L’ in the first place.

Before leaving this discussion of the expected utility form, consider the following thought
experiment:

Choose between lotteries A and B:

A 80% chance to win $4,000
B win $3,000 for certain

If you chose lottery B, then you are considered risk averse. That's because the expected value of
playing lottery A (0.8 x $4,000 = $3,200) is larger than the certain value of lottery B, $3,000. If you
weren’t averse to risk you would have chosen lottery A.

. By contrast, if the individual had been assumed “risk neutral,” in which case her utility function would be drawn linear with
respect to wealth 1L/, certainty equivalent would per force be equal to $115. What would be the result if our individual was
instead “risk seeking,” also known as “risk loving”?
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Because we are precluded from ever deriving your utility function, we cannot calculate your
certainty equivalence, per se. So, this type of thought experiment proffers an admittedly expedient way
to gauge whether you are risk averse. Can you think of an alternative experiment that would enable
us to actually obtain your certainty equivalence?3

HOMO ECONOMICUS AND THE INDIFFERENCE CURVE**

Before concluding this chapter on the rationality of Homo economicus, we introduce another important
concept in Figure 3.4—the “indifference curve.” In doing so, we depart from the world of expected
utility defined over Homo economicus’ possible wealth levels and venture into a world where Homo
economicus chooses different levels of actual commodities to consume. In other words, we model Homo
economicus’ choices in the context of a marketplace rather than the context of a lottery.

Figure 3.4. Homo economicus’ Indifference Curves

X2

u=200

u=100

X1

In Figure 3.4, let variables z; and @9 represent the physical amounts of any two commodities 1
and 2 that Homo economicus might choose to consume (as a bundle) at some given point in time, and
constant u represent some predetermined utility level, say 100 utils. An indifference curve defined for
1 = 100 depicts the tradeoffs Homo economicus is willing to make between the respective amounts of

. Suppose [ would have confronted you with the following lottery: 80% chance of winning $4,000 and 20% chance of losing
$3,000. I then ask you two questions: (1) what is your initial wealth, and (2) what are you willing to pay to avoid having to
play this lottery (WTP)? Suppose you answer that your initial wealth is $10,000 and your WTP is $100. Recalling our
previous graphical analysis, we could stop right here. Because your WTP is greater than zero, we know that for this
particular lottery, you are risk averse. But we can also go a bit further and calculate your corresponding certainty
equivalence for this lottery. From our graphical analysis we learned that certainty equivalence is the difference between
your expected total wealth from playing the lottery and your WTP. Given that your initial wealth is $10,000, and you have
an 80% chance of winning $4,000 and a 20% chance of losing $3,000, your total expected wealth from playing the lottery is
(0.8 x $14,000) + 0.2 x $7,000) = $12,600. Subtracting your WTP of $100 from $12,600 results in a certainty equivalence of
$12,500.
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commodities 1 and 2 that still result in 100 utils of utility.4 Or, alternatively stated, the indifference
curve depicts all of the bundles that yield Homo economicus the same utility level « = 100. Thus, Homo
economicus would feel indifferent about owning any of the bundles on the indifference curve. Hence
its name.

For those of you with a background in microeconomic theory, you will recall the stylistic version
of Homo economicus’ indifference curves as shown in Figure 3.4. By “stylistic” we mean that the curves
are everywhere downward-sloping and convex (i.e., bowed-out) from the graph’s origin. In this graph,
we have drawn two indifference curves for the same individual—one corresponding to a utility level
of 100 utils, the other to a utility level of 200 utils. It is no coincidence that the indifference curve
associated with u = 200 lies everywhere above (to the northeast of) the indifference curve associated
with % = 100. It is also no coincidence that the two curves are “well-behaved” (i.e., they are parallel
and do not intersect each other).5

The reason why the indifference curve lying to the northeast is associated with larger utility
is because of what is known as monotonicity, specifically the assumption cum property that an
individual obtains more utility by consuming larger amounts of the commodities. Recalling that a
given indifference curve depicts all of the different bundles of goods (in our case bundles of goods 1
and 2) that provide an individual with the same level of utility, if we pick any bundle on curve % = 100
(say, bundle A), we can always find a bundle on curve % = 200 (say, bundle B) that includes more of
both goods and thus, by the Monotonicity Property, implies that utility is indeed higher on u = 200.

The fact that Homo economicus’ indifference curves for u = 100 and u = 200 in Figure 3.4 do
not intersect bears further mention. To see why, we need to recast our previous definition of the
Transitivity Axiom we learned about in the context of lotteries to the context of commodities 1 and
2. As a reference point for the Transitivity Axiom, recall the earlier definition provided in the context
of lotteries: if L 7, L' and L' =~ L”, then L -, L”. In other words, if an individual weakly prefers
lottery L to lottery L/, and also weakly prefers lottery L’ to lottery L”, then it must also be the case
that the individual weakly prefers lottery L’ to lottery L”. In the case of actual commodities, this
definition of the Transitivity Axiom changes as follows: if an individual weakly prefers commodity
bundle A to bundle B, and also weakly prefers bundle B to bundle C, then it must be the case that the
individual weakly prefers bundle A to bundle C as well. See the parallel between these two contexts?

Now, assuming both the Transitivity Axiom and Monotonicity Property hold—as they do for Homo
economicus—we can prove by contradiction that # = 100 and u = 200 do not intersect. Or, to state
it another way, we can show that if the two curves do intersect, then transitivity and monotonicity
cannot hold simultaneously. To see this, consider Figure 3.5 below, which includes two purposefully
unlabeled indifference curves and three different consumption bundles A, B, and C.

Figure 3.5. A Violation of the Transitivity Axiom

4. For those of you who have seen indifference curves before, recall that the slope of the indifference curve at any given
bundle of commodities it'| and '3 is the curve’s marginal rate of substitution (MRS), which can be shown to equal the
negative ratio of the individual’s marginal utilities at that bundle. The MRS, then, is a marginal or continuous measure of
the rate at which the individual is willing to tradeoff commodity 2 for more of 1.

5. The shape and location of the indifference curve is directly related to the individual’s utility function as it is defined over
a1 and 9. For example, it can be shown that indifference curves such as those depicted in the figure can be derived from
what’s known as a Cobb-Douglas utility function, where . ('], I | = \FW .
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X1

Begin by noting that, via the definition of an indifference curve itself, because bundles A and B lie on
the same indifference curve, the individual prefers the two bundles equally (i.e., obtains the same level
of utility from each bundle). Similarly, because bundles A and C lie on the same indifference curve, the
individual also values these two bundles equally. Now, according to the Transitivity Axiom, it must
be the case that the individual prefers bundles B and C equally as well. But wait, by the Monotonicity
Property, bundle C lies to the northeast of bundle B and therefore has more of both goods 1 and
2 in its bundle. So, this property tells us that the individual instead prefers bundle C over bundle
B, which contradicts the earlier conclusion reached by the Transitivity Axiom. Hmmm. We have a
contradiction here, one which cannot stand. Thus, the indifference curves cannot intersect each other
when the Transitivity Axiom and Monotonicity Property hold simultaneously. Alternatively stated,
the indifference curves for Homo economicus cannot intersect.

HOMO ECONOMICUS AND INTERTEMPORAL CHOICE***

The previous analyses of Homo economicus’ preferences and choice behavior have been strictly “static”
in the sense that we have restricted our representative individual to making decisions during a single
time period: the here-and-now. But decisions are typically not made in such a vacuum time-wise.
Instead, we (both Homo economicus and Homo sapiens) consider how decisions made today will affect
future decisions. In other words, we take into account how money spent today (e.g., for a new shirt)
will affect our ability to purchase something else in the future (e.g., the latest book about behavioral
economics). Choices that span multiple time periods—not just the here-and-now, but also the ‘there-
and-later’'—are known as “intertemporal,” and the analysis of these choices is “dynamic” rather than
static.

Certainly, the span of time we could conceivably account for in our dynamic analysis of Homo
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economicus’ intertemporal choices is long, an entire lifetime. But to keep things tractable, and yet
enable key comparisons between the intertemporal choice behavior of Homo economicus and (later,
in Chapter 6) Homo sapiens, we make some simplifying assumptions. First, the time span under
consideration is three periods rather than what could instead be considered a lifetime, or effectively
an infinite number of periods.6 Second, we assume preferences are stable, in particular, that the
individual’s utility function does not change shape (i.e., functional form) from one period to the next.
Lastly, we assume that the individual’s annual income level remains constant over time, as do relative
prices. As a result, our analysis loses no generality by assuming that all prices are normalized to a value
of one.

These last two assumptions imply that Homo economicus exhibits perfect foresight, which should
come as no surprise. Perfect foresight means that Homo economicus can accurately predict how her
preferences, annual income, or prices of the different commodities will change over time, and thus
account for these changes in her decision problem at the outset. Therefore, Homo economicus cannot
be ‘tricked’ into making what appear to be inconsistent choices over time.

To see this, recall our earlier definition of an individual’s utility function, which allows us to model
Homo economicus’ three-period intertemporal decision problem as follows,

Maz u (z1) + 0u (22) + 6%u (x3)
{xlv T2, $3}

Subject to,

W = (p1-®1) + (p2 - 22) + (p3 - x3)

where 11, x9, and x3 represent the amount of a composite consumption good consumed by the
individual in each period 1, 2, and 3, respectively; function u (-) represents the individual’s utility
defined over a given period’s consumption level; parameter ) < § < 1 represents the individual’s
“discount factor,” indicating the extent to which he is impatient for present, as opposed to future,
consumption; prices p1, po, and p3 are the given, constant prices for periods 1, 2, and 3, respectively;
and aggregate income W = 3w, where w = w1 = wg = wj (the string of equalities imposes the
previously mentioned constant period-by-period income level).

As with the utility function defined earlier over an individual’s consumption bundle, the function
u (+) is assumed to be increasing and concave in its respective period-by-period consumption levels.
An impatient Homo economicus is represented by ¢§ < 1 (yes, as with risk aversion, rational
intertemporal choice theory permits Homo economicus to be an impatient consumer). As such, in
solving her intertemporal decision problem (i.e., choosing at the outset 1, o, and x3 to maximize
aggregate utility across the three periods u (x1) + du (z2) + 6?u (x3)), Homo economicus discounts
her second-period utility level more than her first-period’s, and in turn discounts her third-period
utility more than her second period’s. Such is the nature of impatience in the context of an
intertemporal choice problem.

Because discount factor J is constant across time but is nevertheless reduced in value through
time exponentially (e.g., if there were a fourth period in our model, discounted utility would enter
the individual’s aggregate utility as “+§°u (x4) ” and so on for additional periods), this pattern of
discounting future utility is known as “exponential time discounting.” As Figure 3.6 shows below (for
0 < 1), the schedule of ‘discounted’ discount factors over time charts out a negative exponential curve
that is convex to the graph’s origin and asymptotically zero with respect to the passage of time. In

6. Technically speaking, only two time periods are necessary to conduct dynamic analysis (e.g., today and tomorrow, or this
year and next year). Hence, we could claim that our three-year time span extends beyond what is necessary here.
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other words, as time stretches out further into the future, future utility is discounted progressively to
a point where Homo economicus severely minimizes the influence of additions to his aggregate utility
obtained in the distant future.

Figure 3.6. Exponential Time Discounting
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Three particular features of Homo economicus’ exponential discounting problem bear mentioning.
First, in solving her intertemporal choice problem stated above, Homo economicus will optimally
choose &1, 29, and 3 such that her discounted marginal utility levels are equated across time. Let
these optimal levels of consumption be denoted =], x5, and x5, respectively. This result ensures a
choice profile where 7 > x5 > x3, which is what we would expect the consumption profile of an
impatient consumer to look like.

For those of you familiar with calculus, in particular solving constrained optimization problems,
you will note that you can write this problem in its Lagrangian form as

L =u(x1) + 0u(x2) + 6%u (23) + A [W — 21 — 29 — 23],

where )\ > () represents the problem’s Lagrangian multiplier, and for simplicity, we have
normalized all prices to one (i.e., p; = po = p3 = 1). Obtaining the associated system of first-order
conditions for this problem results in

u' (1) = du' (x2) = 82U/ (23) = A,

where u/ () denotes the individual’s marginal utility function. This string of equalities indicates
that discounted marginal utility levels are equated across time. Given our underlying assumptions of
0 < 1 and diminishing marginal utility, the string of equalities in turn implies 7 > 5 > 3.

Second, Homo economicus’ choice profile abides by what’s known as “stationarity.” In other words,
her preferences for any increments to a given level of consumption in two different time periods
depends upon the interval of time that passes between the two time periods (e.g., between periods 1

. Since ;?.'T > ;1'; > ;1';'; in the face of the underlying assumption that 1! = 'y = '3, we effectively assume the
individual borrows against future income (without interest penalty) to obtain the larger consumption level in period 1.
Because the roles of borrowing and saving are extraneous to the insights we seek from the individual’s choice problem, we
lose nothing by casting the borrowing and savings decisions as implicit.
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and 2), and not the specific points in time when the two respective increments could conceivably be
consumed (e.g., periods 2 and 3).

For example, suppose Homo economicus chooses to consume the same base amount x in each period,
and let the two different increments to base consumption be denoted as i; and ¢9. Stationarity
implies that if u (x 4 41) > du (x 4 i2), where u (z + 71) represents the corresponding utility
level in period 1 and du (x + iy) represents discounted utility level in period 2, then
du (x +1i1) > 6%u (x +1i3) by exactly the same amount as u (x + i1) > du (x + 43), where
du (x + i1) represents a discounted utility level in period 2 and §%u (- + io) represents a discounted
utility level in period 3. This result is easy to see since u (z + i1) > 6?u (z + i3) for periods 2 and
3 reduces to u (x + 41) > du (x + i2) for periods 1 and 2 after cancelling ¢ from each side of the
former inequality. Since the two inequalities are identical through time, Homo economicus’ preferences
are stationary through time.

Note that the time intervals under comparison must be of equal length for stationarity to be
assessed. For example, if u (z + 1) > du (z + i2) for consecutive periods 1 and 2, this does not
necessarily imply that u (z + i1) > d%u (x + i3) by the same amount across non-consecutive
periods 1 and 3 (convince yourself of this fact). To further test your understanding of stationarity,
suppose there was a fourth period of consumption. You should be comfortable seeing that if
u (x4 i1) > 6%u (z + i) between periods 1 and 3, then du (z + i1) > 63u (z + iz) between
periods 2 and 4 by the same amount.

Third, Homo economicus’ preferences are “time consistent,” In other words, given that he has chosen
x], x5, and x3 at the outset for any given set of J, W, and prices p1, po, and p3, then if after having
consumed at level x7 in period 1, the individual decides to re-solve his decision problem from that
point forward (i.e., now starting in period 2), he will not deviate from choosing 3 and 3. In this case,
the individual effectively solves the two-period problem,

{a]:\j,c;i} u (x2) + du (x3)
subject to,
W =2w = (p2 - x2) + (p3 - T3),

which results in the same x§ and a:?; as before. To see this result, first note that we can pull
ou’ (w2) = 6w’ (x3) from the string of three equalities derived from the individual’s original
decision problem (ie, v’ (x1) = du’ (x2) = §%u’ (x3)) and then cancel § from each side of the
equality, resulting in v’ (x9) = 0u’ (x3). Butu' (x9) = du’ (x3) is precisely the equality that results
from the first-order conditions for this two-period problem. Given that nothing else has changed
in this problem (i.e., the values for d, w, and p1, ps, and p3 are the same, as is the functional form
of u (-) and the fact that ] has already been chosen), no values for x9 and x3, respectively, solve
u' (x9) = ou’ (w3) except x5 and 3.

And if after having consumed at levels =7 and :E§ for the first two periods, he then decides to re-
solve his decision problem from that point forward (i.e., now starting in period 3), he does not have
a problem left to solve—he has effectively locked himself into consuming z3 at that point. Therefore,
because he chooses not to alter his consumption profile over time by having embarked on these
period-by-period decision problems, we say that his choices are time consistent.

KEY TAKEAWAYS ON HOMO ECONOMICUS

So, what have we learned about Homo economicus thus far? For starters, we have learned that she is
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inviolable when it comes to making the miscalculations and misjudgments, exhibiting the biases, and
falling victim to the fallacies and effects that bedevil Homo sapiens. Furthermore, Homo economicus is
inextricably bound by the rationality axioms of Completeness, Transitivity, Dominance, Invariance,
Independence, Substitutability, and the Sure-Thing Principle. And when confronted with the
uncertainty of having to play a lottery, Homo economicus chooses to maximize expected utility derived
over her total wealth. In the face of uncertainty, Homo economicus can be risk averse. And when it
comes to a deterministic setting, such as when Homo economicus enters the marketplace to purchase
actual commodities, the family of indifference curves that represent her preferences for different
bundles of commodities are not permitted to intersect with each other.

In other words, Homo economicus is—to borrow the title of Sade’s hit song—a smooth operator.
Her expected utility function and indifference curves are smooth, and when it comes to navigating
the challenging choice situations that often confound Homo sapiens, she smoothly averts the pitfalls.
Nevertheless, as we pivot to learning about the behavioral economic theories that have emerged to
explain the divergences in choice behavior between the two species, bear in mind that to a great
extent the reason why Homo economicus seems so smooth is because the world explained by the
rational choice model is perforce restrictive of many of the characteristics that define the human
experience—emotion, sensation, distraction, a world whose complications seem to demand
imperfection and roughness (as opposed to smoothness). As a result, Homo economicus couldn’t help
but perform well within a bubble of surreality. Fortunately, as we are about to learn, the adjustments
to the rational-choice framework devised by behavioral economists are quite efficacious, not to
mention eloquent.

STUDY QUESTIONS

Note: Questions marked with a “4” are adopted from Cartwright (2014).

1. State the Completeness and Independence Axioms in two separate, easy-to-understand
sentences.

2. Recall that Figures 3.1 - 3.3 are depicted for utility function u (w;) = /wj, indicating that
Homo economicus exhibits “risk aversion” with respect to total wealth level . (a) Suppose instead
that u (w;) = wj;. Reconstruct Figures 3.1 — 3.3 for this utility function and interpret your
results in relation to the figures in the text derived for u (w;) = ,/w;. Can you think of any
reason why u (w;) = w; might not be representative of Homo economicus’ preferences?
Explain. (b) Now let u (w;) = w? Reconstruct Figures 3.1 - 3.3 for this utility function and
interpret your results in relation to the figures in the text derived for u (w;) = /w; as well
as those you derived in part (a) for u (w;) = w;. Can you think of any reason why
u (w;) = w? might not be representative of Homo economicus? Explain.

3. * Suppose Henry the Homo economicus is presented with the following lotteries: Lottery A:
Win $6,000 with a probability of 0.45. Lottery B: Win $3,000 with a probability of 0.9.
Lottery C: Win $6,000 with a probability of 0.001. Lottery D: Win $3,000 with a
probability of 0.002. Show why it would be inconsistent for Henry to choose Lottery B over
Lottery A together with Lottery C over Lottery D. What pattern do you notice in the four
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lotteries?

. In Figures 3.4 - 3.5, Homo economicus’ indifference curve is drawn downward-sloping.
Suppose instead that the indifference curve is upward-sloping, as depicted in the figure below.
Interpret this figure. Hint: One of the two goods is actually a “bad” rather than a “good.”
Would Homo economicus ever exhibit an upward-sloping indifference curve?

X2

X1

. Given the upward-sloping indifference curve in Question 4, does satisfying the Transitivity
Axiom still imply that indifference curves cannot intersect one another? Explain.

. What does satisfying the Invariance Axiom imply about Homo economicus’ susceptibility to
Framing Effects studied in Chapter 1?

. What does satisfying the Sure-Thing Principle imply about Homo economicus’ susceptibility to
Priming Effects studied in Chapter 1?

. What would you call an individual whose time discounting path is depicted in the figure
below (i.e., it fits the shape of a positive exponential curve rather than negative exponential
curve as depicted in Figure 3.6)?
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CHAPTER 4.

THE REALITY OF HOMO SAPIENS

You have already tested the reality of being a member of Homo sapiens in Chapters 1 and 2 by engaging
in a variety of thought experiments and learning second-hand about experiments that have measured
the extent to which people like you and me fall victim to effects such as Depletion, Priming, and
Conformity, to name a few. Now it is time for you to engage in the same laboratory experiments
that Kahneman, Tversky, Thaler, and others famously devised so that you can test just how far
Homo sapiens deviate from the rationality axioms and other thresholds of consistency in our choice
behavior. Before diving into the experiments though, we need to discuss (at some length) Kahneman
and Tversky’s (1979) revision to the expected utility theory presented in Chapter 3, which they called
Prospect Theory. This is behavioral economics’ bedrock theory. Making this detour here will enable
us to set some crucial benchmarks for the experiments to follow.

PROSPECT THEORY**

Several of the departures from the traditional rational choice model featured in Kahneman and
Tversky’s (1979) Prospect Theory conveniently arise in what appear to be innocuous adjustments to
our original graph of utility function u (w;) depicted in Figure 3.1. As we will see, these adjustments
are nuanced, so be careful not to jump to conclusions.

For example, Kahneman and Tversky (1979) propose that people do not normally consider
relatively small outcomes—Ilike the wins and losses of the lotteries we've previously encountered—in
terms of their total wealth, but rather in terms of the lottery’s gains and losses independent from their
initial wealth level. And just as an individual’s utility can be represented as a concave function of the
size of a gain from a lottery, the same can be said of a loss (i.e., the difference in (dis)utility between
a loss of $200 and a loss of $100 appears greater than the difference in (dis)utility between a loss of
$1,200 and a loss of $1,100). And to the extent that people suffer from “loss aversion,” the concave
function defined over losses is steeper than that defined over gains (i.e., Homo sapiens consider a loss
of $X more averse than an equal but opposite gain of $X is deemed attractive).

These adjustments to the standard utility function first depicted in Figure 3.1 are pictured below in
Figure 4.1, resulting in the individual’s “value function.”

Figure 4.1. Homo sapiens’ Value Function (Prospect Theory)

1. Remember our discussion about Jumping to Conclusions earlier in the book?
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Begin by noticing that the “reference point” for the value function is not the individual’s initial
wealth level.” Rather it is the origin of the graph, here corresponding to $0. Next, as mentioned above,
note that utility derived from gains, or a lottery’s winnings, is concave just as it is for our original
utility function u(w;). Thus, the value function similarly depicts diminishing sensitivity to gains.
Finally, note that the individual’s disutility derived from a lottery’s losses is not only concave (thus
depicting diminishing sensitivity to losses), but is also everywhere steeper, reflecting loss aversion.’
As you will see later in Section 4, reference dependence and loss aversion have played heavily in
subsequent empirical research and choice infrastructure in the field of behavioral economics.

One immediate implication of the value function’s shape in Figure 4.1 is that it is always best for
Homo sapiens to aggregate losses but segregate gains. As an example, suppose Homo sapiens Sally suffers
two distinct losses in a single evening out on the town but also enjoys two distinct gains. The losses
are (1) the $50 concert ticket she lost somewhere on the way to the theater, which she only realized
was lost at the theater’s entrance; and (2) the extra $20 she had to pay to park closer to the theater
that evening because she was running late. Her two gains from the evening were (1) the $20 bill she
happened to find on the sidewalk out in front of the theater; and (2) the $25 bill at the restaurant that
her friends paid for because they felt bad about Sally’s losses from earlier that evening.

According to the value function, Sally will experience less disutility from her losses if she thinks of
them in the aggregate—as a single $70 loss—rather than two separate losses of $50 and $20. Because
the value function is concave shaped in the loss region, the disutility corresponding to a $70 loss is
less than the total disutility corresponding to separate losses of $50 and $20. Using similar reasoning,

. Reference point is sometimes referred to as an anchor or saliency point.

. The ratio of the slopes of the loss and gain portions of the value function measured near the function’s origin is a formal
measure of loss aversion. Empirical estimates of loss aversion are typically close to a value of two, meaning that the
disutility associated with an incremental loss is twice as great as the utility associated with an incremental gain of the same
magnitude (Tversky and Kahneman, 1991, and Kahneman et al., 1990).

. To whet your appetite, Odean (1998) used transaction data for 10,000 customers of a discount brokerage firm to examine
how loss aversion might manifest itself in the trading decisions made by small-time investors in the stock market. He found
that investors were much more likely to sell investments that had increased rather than decreased in value. This tendency
to realize gains and avoid realizing losses (i.e., being averse to loss) is known as the Disposition Effect.
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Sally will experience more utility from her gains if she thinks of them separately—as separate gains of
$20 and $25—rather than as a single gain of $45. This is because of the value function’s concave shape
defined over utility obtained from gains.

Thaler (1985) tested this implication of the value function and found that whether Homo sapiens
choose to integrate losses and segregate gains depends upon how the losses and gains are framed
to them in an experiment. This phenomenon is known as “hedonic framing.” Notwithstanding this
experimental evidence, the implication’s lesson is clear: Homo sapiens would do well to aggregate
multiple losses into a single loss and to keep multiple gains separated. As we will see below, this
form of mind control is an example of what is known as “mental accounting.” Although behavioral
economists generally believe that mental accounting leads to sub-optimal decision-making via
distorting an individual’s allocation of wealth across the consumption of goods and services (c.f., Just,
2013), the value function implies that there are indeed situations where Homo sapiens can use mental
accounting to their advantage.5

Another closely related implication of the value function is what’s known as “hedonic editing.”
This is a case where individuals who lose something that was recently gifted to them are better off
considering the loss as an elimination of a gain (originally attained from the gift) rather than as an
outright loss. This is due to the steeper slope of the value function defined over losses relative to its
slope over gains. Thaler and Johnson (1990) tested this implication in laboratory experiments over
different periods of time and found no clear, convincing evidence that Homo sapiens engage in hedonic
editing.

As a point of reference (not a reference point per se), Cartwright (2014) proffers a simple functional
form for Kahneman and Tversky’s (1979) value function depicted in Figure 4.1,

x—r)* iof x>7r
v(wim, e, B, 4) = {—(>\(7" —):1:)5 j;f r>x

where & represents the expected gain or loss experienced by an individual in relation to reference
point 7, and o > 0, 8 > 0, and \ > ( represent the function’s additional parameters.6 When the
individual experiences a gain, x > r, the value function assigns a value of (z — 7)® > 0 to that gain.
And when the individual experiences a loss, the function assigns a value of —\(r — 56)5 < 0. To
depict the value function in Figure 4.1, we must further refine the parameter values in v(x; 7, av, 5, A)
. For those of you with strong enough math backgrounds, you will note that the depiction of Figure
41 requires =0,0 < a <1, 0< B <1, and \ > 1. The additional restrictions on o and [ (
ie, o < 1 and 8 < 1) ensure diminishing sensitivity to gains and losses, and \ > 1 ensures loss
aversion (A is commonly known as the “coefficient of loss aversion”). These restrictions are revisited
below when we briefly explore an alternative theory of Homo sapiens choice behavior known as Regret
Theory.

Using results from a laboratory experiment with their students, Tversky and Kahneman (1992)
were able to estimate parameters «, [3, and \; their median values being @ = [ = 0.88 and A = 2.25.
Further, the authors estimate decision weights that are calculated subjectively (and subconsciously)
by Homo sapiens to adjust the objective probabilities associated with the gains and losses of any given
lottery (note from Chapter 3 that objective probabilities p, (for gain) and p; (for loss) could be used

. Interestingly, purchasing goods and services with a credit card and paying off the balance at the end of each billing period
is a convenient way for individuals to aggregate losses (you pay for all the goods purchased that period in one, painful
lump-sum) and segregate gains (you enjoy your purchases as you make them).

. It is common notational practice to list a function’s parameters to the right of the semi-colon and the variable over which
the function is defined to the left of the semi-colon within the parenthesis.
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by Homo economicus to calculate the expected value, ;, of a given lottery as x = p,w, + pyw;, where
wg and wy are the values of the lottery’s gains and losses, respectively). Tversky and Kahneman (1992)
estimated these decision weights, 7; (p;), ¢ = g, [, using the nasty-looking formula,
P,
mi(pi) = (pzi-i—(l—pi)ﬂ’i)l/%
where the median value for parameters y; were estimated as 7, = 0.61 and ~y; = 0.69. Thus, if the
probabilities of gain and loss associated with a given lottery are p, = 0.6 and p; = 0.4, then using

Tversky and Kahneman’s median values for -, and ; results in decision weights of 77, = 0.47 and 7; =

Y

0.39. Thus, in relation to their corresponding objective probabilities, Homo sapiens’ subjective decision
weights effectively reduce the lottery’s probabilities associated with both the gains and losses, with
the magnitude of the reduction applied to the probability of gain being larger than that applied to the
probability of loss.

By way of example, if the lottery’s gain is w, = $100 and loss is w; = -$105, then Homo economicus
would calculate the lottery’s expected value as (0.6 x $100) — (0.4 x 105) = $18, while Homo sapiens
would calculate the value as (0.47 x $100) — (0.39 x 105) = $6. Although our example here suggests
that Tversky and Kahneman’s decision weights end up underweighting the objective probabilities of a
lottery, we explain in Chapter 6 how the decision weights actually overweight improbable events (e.g.,
for a lottery with Pg =0.05 rather than 0.6, as in our example here).7

Do reference dependence and loss aversion as embodied by value function v (x; 7, o, 8, \) have
implications for Homo sapiens’ indifference curve? In a word, yes. As Just (2013) shows, reference
dependence and loss aversion imply the existence of an almost-imperceptible kink in an individual’s
indifference curve at the reference point. To see this, consider Figure 4.2 below where bundle A
represents the individual’s reference point. By the monotonicity property, we know that any move
in the northeast direction from bundle A to a bundle including more of both goods 1 and 2 puts the
individual on a higher indifference curve representing higher utility. To the contrary, any move to the
southwest from bundle A to a bundle including less of both goods places the individual on a lower
indifference curve representing lower utility. But what of moves to the northwest or southeast of
bundle A?

Figure 4.2. Homo sapiens’ Kinked Indifference Curve

7. A homework problem asks you to calculate the decision weight T associated with [}, = 0.05 using the above decision-
weight formula.
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Begin by considering moves from bundle A northwest and southeast to new bundles B and C,
respectively, along the indifference curve, where bundles B and C lie in what’s known as a “local
neighborhood” of bundle A (i.e., very close to bundle A). Note that the amount of good 1 in new
bundle B must have decreased relative to its amount in bundle A, and the amount of good 2 must have
increased. This case is vice-versa for bundle C, where the amount of good 1 has increased and the
amount of good 2 has decreased.

Now, because of Homo sapiens’ proclivity for loss aversion, which you will recall manifests itself in
a value function exhibiting an everywhere steeper curve defined over losses than over gains, it must
be the case that the increase in bundle B’s amount of good 2 is larger than its decrease in good 1.
Otherwise, the individual would suffer a net loss in utility via loss aversion which, in turn, suggests
that his utility would have to be represented by a lower (in the southwest direction) indifference
curve rather than the one depicted by utility level % in the figure. By similar reasoning, it must be
the case that bundle C’s increase in good 1 is larger than its decrease in good 2. Otherwise, the
individual would again suffer a net loss in utility via loss aversion. Thus, pulling these arguments
together, the slope of the indifference curve between bundles A and B in Figure 4.2 must be larger
than the slope of the curve between bundles A and C. While the stylistic, smoothly convex indifference
curve typifies the preferences of Homo economicus, the stylistic indifference curve attributable to Homo
sapiens exhibits tiny kinks throughout.

Furthermore, Just (2013) shows that if we reconsider the indifference curves for Homo sapiens as
being reference-dependent themselves, then our family of reference-dependent indifference curves
can accommodate intersections, unlike for Homo economicus, for whom reference dependence is a
non-issue. Loss aversion is not necessary to obtain this result.’

. As we will discuss, however, the family of reference-dependent indifference curves cannot be drawn to simultaneously
abide by the Transitivity Axiom and Monotonicity Property. The family of curves continues to abide by monotonicity but
not transitivity, and in this respect, suggests that Homo sapiens can indeed exhibit preference reversals (since preference
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To see what happens when an individual’s, say Jill's, indifference curves depict reference
dependence, consider Figure 4.3 below where u|p, represents the utility level over which Jill's
indifference curve is defined given reference bundle R1 and @|g, represents the utility level over
which Jill's indifference curve is defined given reference bundle R2 (a mouthful, [ know, but hopefully
you can see this).”

Figure 4.3. Homo sapiens’ Reference-Dependent Indifference Curves

Xy

Now consider bundle A in relation to reference bundles R1 and R2. Note that because reference
bundles R1 and R2 each include the same amount of good 2, Jill gives up the same amount of good
2 by moving from either of the reference bundles to bundle A. In contrast, the amount of good 1 Jill
obtains by moving from reference bundle R1 to bundle A is greater than the amount Jill gains of good
1 by moving from reference bundle R2 to bundle A. Do you see that?

And now comes the fun part—consider the following thought experiment. Starting with reference
bundle R1, suppose Jill switches to bundle A and then is posed the following questions:

“Jill, if you now had to sacrifice the increase in good 1 that you just obtained by switching
from bundle R1 to bundle A, how much additional amount of good 2 would you require in
order to retain utility level u|,? And if you instead started with reference bundle R2 and again

reversals are an implication of violating Transitivity). We wait until later in this section—after we have explored what’s
known as the Endowment Effect—to couch the implications of reference dependence, loss aversion, and the endowment
effect directly into Homo economicus’ family of non-reference-dependent indifference curves.

. Because they are reference-dependent indifference curves rather than non-reference-dependent, the curves in this figure
do not exhibit a kink as they did in the previous figure.

64 ARTHUR J. CAPLAN



had to sacrifice the increase in good 1 that you just obtained by switching from bundle R2 to
bundle A, how much additional amount of good 2 would you require in order to retain utility
level 4| g, ?”

Since the amount of good 1 gained in the move to bundle A is larger relative to bundle R1 than
to bundle R2, the corresponding amount of good 2 Jill would require to maintain utility level 4| g,
likewise exceeds the amount of good 2 required for Jill to maintain utility level | i, (via an application
of the Monotonicity Property). Thus, connecting the dots, so to speak, Jill's reference-dependent
indifference curve corresponding to reference bundle R1 (which includes points A and C) in Figure
4.3 is steeper than her curve corresponding to reference bundle R2 (which includes points A and B).
Voila! The two indifference curves intersect at bundle A, which suggests a violation of the Transitivity
Axiom from Chapter 3.

Again, because reference dependence is a non-issue for Homo economicus , reference-dependent
indifference curves as drawn in Figure 4.3 are a non-starter for them. When it comes to indifference
curves describing Homo economicus, we are restricted to drawing curves like those depicted in Figure
3.4.

REGRET THEORY**

As an alternative to Kahneman and Tversky’s Prospect Theory, Loomes and Sugden (1982 and 1987)
propose what they have called Regret Theory; a theory with implications for both the expected utility
theory ascribed to Homo economicus and Prospect Theory’s main constructs, in particular the causes of
preference reversals (you will learn more about preference reversals in Chapter 5).

Regret Theory posits that an individual’s preferences for a given lottery depends explicitly upon
the other “unchosen” lottery (i.e., the tradeoff the individual makes between the chosen and unchosen
lotteries). As a point of reference, recall Homo economicus’ original utility function defined over wealth
level w, u(w), associated with a lottery ultimately chosen by the individual, say lottery L. Similar
to Prospect Theory, which extended utility function u(w) to value function v (x; r, v, 3, \), Regret
Theory, in its most general form, extends Homo economicus’” utility function to Homo sapiens’ “Regret
Theory Utility Function” u (x, y), where now the individual’s utility is simultaneously defined over
levels x from a chosen lottery, say lottery L, and y from the unchosen lottery L’ (Just, 2013). While
function wu (x,y) is still increasing in x (as it is for Homo economicus), it is decreasing in y. For
example, if the two lotteries are such that the individual ultimately receives $5 from chosen lottery
L (ie., x = $5) when unchosen lottery L’ would have yielded $1 (y = $1), he is happier than if
y would have instead yielded anything greater than $1 (y > $1). As long as y < x, the individual
“rejoices” with u (x,y) > 0. If instead y > , the individual experiences “regret” with u (x,y) < 0
. At the threshold where y = , u (x, y) = 0. Regret Theory proposes that Homo sapiens maximize the
expectation of u (z, y).

As Just (2013) explains, one version of the theory imposes symmetry on the individual’s utility
levels associated with rejoicing and regret (called skew symmetry) as well as super-additivity on the
individual’s utility function defined over regret (called regret aversion). Specifically, skew symmetry
requires u (x,y) = —u (y, x) along with u (x,y) = 0 when x = y. Letting 2 represent the outcome
of another unchosen lottery, regret aversion requires u (y, z) < u (y, 2) + u (2, ) < 0 when the
outcomes from the corresponding lotteries are y > z > x (i.e, an individual regrets two small
disappointments less than a single large one). With these properties in hand, Just (2013) goes on
to show that Regret Theory can indeed justify preference reversals in the form of violations of the
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Transitivity Axiom—that is, to the extent that it accurately depicts the emotion of regret suffered by
Homo sapiens, Regret Theory admits preference reversals, which are anathema to the rational-choice
dictates of Homo economicus.

It should come as no surprise that Regret Theory Utility Function admits preference reversals.
Similar to what we showed earlier in Figure 4.3, reference-dependent indifference curves intersect.
The Regret Theory Utility Function formalizes reference dependence via explicitly including the
outcome associated with the unchosen lottery, y, as a variable in the function. Outcome y in turn acts
as the individual’s reference point.

Indeed, we can cast u (x,y) directly in terms of value function v (x; 7, a, 3, \) because of this
correspondence between reference points 7 from Prospect Theory and y from Regret Theory—in
effect r = y. Further, we can interpret skew symmetry as implying A = 1 and regret aversion as
implying 3 > 1 (as opposed to A = 1 and 0 < 3 < 1, respectively, for Prospect Theory according
to Cartwright’s (2014) simple functional form for the value function). As a result, the value function
depicted in Figure 4.1 is recast for Regret Theory as Figure 4.4.

Figure 4.4. Homo sapiens’ Value Function (Regret Theory)

Utility

Losses Gains

Note two things about the Regret Theory version of the value function in this figure. First, the
portion of the curve defined over losses is convex-shaped rather than concave-shaped, as it is for the
Prospect Theory version of the curve (recall Figure 4.1). Second, the portion of the curve defined
over losses is not necessarily more steeply sloped than the portion defined over gains. This is because
Regret Theory does not propound the notion of loss aversion.

HOMO SAPIENS AND INTERTEMPORAL CHOICE***

In Chapter 3 we learned that when confronted with an intertemporal choice problem, Homo
economicus maintains stable preferences over consumption goods, adopts exponential time
. . 1. . . . . . . 10

discounting, and as a result, exhibits stationarity in choice comparisons over time. = As a result,

Recall that stationarity means that preferences for any increments of consumption in two different time periods depends
upon the interval of time that passes between the two time periods (e.g., between periods 1 and 2), and not the specific
points in time when the two respective increments could be consumed (e.g., periods 2 and 3).
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Homo economicus makes time-consistent choices in terms of her consumption profile (and, by default,
savings profile) over time. In other words, the consumption profile chosen by Homo economicus at
the outset of her intertemporal decision problem does not change as she progresses from period to
period and effectively re-solves her decision problem from each period forward. Clearly, from both
theoretical and practical standpoints, any number of complications—embodied as relaxations of our
model’s underlying assumptions—could lead to an appearance of time-inconsistent choices. Foremost
among these assumptions are perfect foresight and the constancy of preferences, prices, and income,
which were described in Chapter 3. However, to level the proverbial playing field of comparison
between the intertemporal choice problems of Homo economicus and Homo sapiens, we retain these
assumptions. The only assumption we dispense with is exponential time discounting and with it the
condition of stationarity.

Based upon a simple laboratory experiment, Thaler (1981) found that when offered one apple today
or two tomorrow, most subjects choose one today—an extra day is too long to wait to receive only
one additional apple. However, if asked the same question about one apple a year from now or two
apples one year and one day from now, the subjects’ preferences often reverse—they prefer to wait the
extra day for the additional apple. After waiting a year, a day does not seem very long to wait to double
consumption. Since the time interval between the choices is the same—one day in each case—this
occurrence violates stationarity. Homo economicus would instead choose one apple today and one apple
a year from now.

To capture this phenomenon—this violation of stationarity—among Homo sapiens, we replace the
exponential time discounting practiced by Homo economicus with what’s come to be known as
"hyperbolic time discounting” (Ainslie, 1992)."" Recall from Chapter 3 that exponential time
discounting is based upon constant discount factor 9, resulting in the set of discount factors over time,

S(t)=46, t=0,...,T,

where time period ¢ = () corresponds to the initial period and ¢ = T' represents the final period,
which in Chapter 3 was period 3, but which, in theory, could extend to 1" = oo. Following Just (2014),
hyperbolic discounting leads to a corresponding set of discount factors over time defined by,

h(t)=1+at)" P t=0,...,T,

where scalars o > (0 and 3 > (. Both the exponential and hyperbolic discounting functions
are depicted in Figure 4.5 for the case of @ = § = 1 and § < 1. Compared with the exponential
discounting function, the hyperbolic discount factor declines more quickly over the first few time
periods. Thus, an individual who abides by hyperbolic discounting values near-term future
consumption much less than someone who abides by exponential discounting. The hyperbolic
discounting function also declines very slowly over the latter periods relative to the exponential
discounting function. Thus, an individual who abides by hyperbolic time discounting is more willing
to delay consumption in the distant future than in the near future relative to an individual who
discounts exponentially. In terms of Thaler’s (1981) apple experiment, these discounting functions
suggest that while subjects abiding by exponential and hyperbolic discounting might both prefer an

Laibson (1997) proposed a more tractable version of hyperbolic discounting that eventually became known as "quasi-
hyperbolic discounting." As Cartwright (2014) explains, quasi-hyperbolic discounting can fully account for time-
inconsistent behavior in Homo sapiens.
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apple today rather than two apples tomorrow, subjects using hyperbolic discounting may end up
preferring two apples a year and a day from now than one apple one year from now."’, "’
Figure 4.5. Hyperbolic vs. Exponential Time Discounting
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Hence, Homo sapiens—who, as Thaler (1981) proposes, tend to adopt hyperbolic time
discounting—do not display intertemporal preferences that adhere to stationarity. To see this
formally, we borrow the notation from Chapter 3 for the individual’s three-period choice decision
and assume that a = § = 1 in hyperbolic discounting function h (t) = (1 + at)_(ﬂ @)

Maz u(ez) | u(es)
{21, 20, 23} u (1) + 3 T 3
subject to,
W = (p1-x1) + (p2 - ¥2) + (p3 - 3),

where, for discounting purposes, we treat period 1 as equaling zero in the discounting function, and
periods 2 and 3 as equaling one and two, respectively. Again, for those of you familiar with calculus,
in particular solving constrained optimization problems, recall that you can write this problem in its
Lagrangian form as,

L=mu(x)+ @ + @

where \ > () represents the problem’s Lagrangian multiplier, and again for simplicity, we have
normalized all prices to one (i.e., p; = po = p3 = 1). Obtaining the associated system of first-order
conditions for this problem results in v’ (1) = v’ (x2) /2 = ' (x3) /3 = A\, where v/ () denotes
the individual’s marginal utility function. Similar to Homo economicus’ choice problem from Chapter 3,

, resulting in,

Recall that if an individual abiding by exponential discounting prefers an apple today rather than two apples tomorrow, she
will also prefer an apple a year from now more than two apples a year and a day from now.

See Benzion et al. (1989) for a classic laboratory experiment designed to infer individuals’ time discounting regimes from
choice scenarios involving (1) the postponement of a payment due (i.e., debt) until a later point in time, (2) postponement of
a payment receipt (i.e., credit) until a later point in time, (3) expedition of a debt due in a future period to the current
period, and (4) expedition of a credit expected in the future to the current period.
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this string of equalities indicates that discounted marginal utility levels are equated across time. Given
our underlying assumption of diminishing marginal utility, the string of equalities again implies
x] > x5 > 3, ie, the individual optimally consumes more in the first period than in the second,
and more in the second period than the third.

To test Homo sapiens for stationarity, we follow the same approach used to test Homo economicus in
Chapter 3:

Suppose a member of Homo sapiens chooses to consume the same base amount  in each
period and let two different increments to consumption be denoted as i; and 7. Stationarity
implies that if u (z + 1) > u (x 4 i2) /2, where u (x 4 i1) represents the corresponding
utility level in period 1 and u (x + i2) /2 represents discounted utility level in period 2, then
w(x+1i1) /2> u(x +ig) /3 by exactly the same amount as u (z + i1) > u (x + i3) /2
, where u (x + i2) /3 represents discounted utility level in period 3. However, unlike what
was shown for Homo economicus under exponential time discounting in Chapter 3, here we see
that for Homo sapiens under hyperbolic time discounting, (u (x 4 41) /2 — u (z + i2) /3) does
not equal (u (z 4 41) — u (x + i2) /2). Hence, Homo sapiens’ preferences are not stationary
through time.

Lastly, to see why Homo sapiens’ preferences are potentially time inconsistent with hyperbolic
discounting, we follow the same approach as was used to test Homo economicus for time consistency.14
Given that he has chosen x], x5, and x} at the outset for any given set of §, W, and prices p1, po,
and pg, if after having consumed at level 27 in period 1, the individual decides to re-solve his decision
problem from that point forward (i.e., now starting in period 2), he effectively solves,

Max u(as)
u(xry) + y
{z2, 23} (z2) 2
subject to,

W =2w = (pz . 1‘2) + (p3 . .%’3),

which does not necessarily result in the same 5 and x3 as before. To see this result, first pull
u' (22) /2 = ' (x3) /3 from the string of three equalities derived from the individual’s original
decision problem (i.e., v’ (1) = v’ (x2) /2 = u/ (x3) /3). Next, note that v’ (x3) /2 = v’ (x3) /3
is not the same equality resulting from the first-order conditions for this two-period problem, which
is u’ (xg9) = u' (x3) /2. Therefore, given that nothing else has changed in this problem (i.e., the
values for 0, w, and p1, po, and pg are the same, as is the functional form of (-)), the values for xo
and x5 that solve Homo sapiens’ two-period problem (here denoted as x5* and 25*, respectively) are not
the same as the values for 23 and x5 that have solved his original three-period problem, specifically,
x5 > x5and 5% < 5. Thus, Homo sapiens’ consumption profile is potentially time-inconsistent.

To see this last result, we first rewrite the equality from the individual’s three-period problem,
uw (x9) /2 = (x3) /3,asu’ (x2) = 2u’ (3) /3 and then compare directly with the equality from
the individual’s two-period problem, u’ (z2) = ' (x3) /2. Because the right-hand side of the former
equality (i.e., 2u’ (3) /3)is larger than the right-hand side of the latter equality (i.e., u’ (x3) /2), if we
take the 9 and 3 that solve the first equality (i.e., 5 and x3) and plug these values into the second
equality, then that equality no longer holds, in specific v’ (z5) > u’ (2%) /2. Given the assumption
of diminishing marginal utility (i.e., that function u’ (-) decreases in ), and that annual income levels

As Cartwright (2014) explains, quasi-hyperbolic discounting, not hyperbolic discounting, is necessary to (theoretically)
account for time-inconsistent behavior among Homo sapiens. It is for this reason that we stress “potentially” time
inconsistent in this sentence.
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and all prices are fixed and constant, it therefore must be the case that 5* > x5 and z3* < z3in
order restore the equality.

You should note that this potential time-inconsistency result suggests that hyperbolic discounting
provides a theoretical justification for why Homo sapiens are prone to procrastinate. If we think of the
consumption good as embodying the value obtained from the feeling of relief that comes with putting
forth the necessary effort to finish a task, then x5* > x3 implies that the need to feel relief becomes
more urgent (or valuable) by the time the individual reaches the second period. In other words, with
hyperbolic discounting Homo sapiens undervalue the feeling of relief at the outset. As time goes by
though (i.e., as he reaches the second period), Homo sapiens overcompensates his effort to obtain the
feeling of relief. Sound like a recipe for procrastination? At the very least, hyperbolic time discounting
is one of the recipe’s main ingredients.

KEY TAKEAWAYS ON HOMO SAPIENS**

We conclude this chapter by revisiting the two central contributions of Kahneman and Tversky’s
(1979) Prospect Theory discussed earlier: reference dependence and loss aversion. We also introduce
a new effect known as the Endowment Effect, which is a special case of the Anchoring Effect
introduced in Chapter 1 and is also an expression of Status Quo Bias introduced in Chapter 2. As
we will see in Chapter 5 and later in Section 4, the Endowment Effect has been the focus of several
experiments.

Earlier, we relied upon a graphical representation of the value function to depict how the presence
of reference dependence and loss aversion impelled a departure from the rational-choice model’s
conception of the expected utility form—the form used to represent Homo economicus’ preferences
over uncertain wealth and attendant risks. Here, following Tversky and Kahneman (1991), we depict
all three idiosyncrasies in a single, indifference-curve framework."”

In Figure 4.6 below, the two “commodities” measured on the horizontal and vertical axes are,
respectively, the number of vacation days and the annual income accruing to our exemplary
individual, Tammy. Initially, Tammy is located at Bundle 1, earning $100,000 and taking 14 vacation
days per year, and as a result, attaining w4 utils of happiness.

Figure 4.6. Reference Dependence, Loss Aversion, and the Endowment Effect

Income (5)
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100,000
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15. Kahneman et al. (1991) provide a nice synopsis of these key aspects of Prospect Theory.
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Suppose Tammy is now given a raise (finally!) of $2,000 per year. She moves to Bundle 2, attaining
the higher ug utils of happiness. A month later, out of the blue, her boss asks Tammy if she would be
willing to forfeit the $2,000 raise and instead take an extra 14 days of vacation time each year. If she
accepts her boss’ offer, she would therefore move to Bundle 3. Because she is on the same indifference
curve with Bundle 3 as she is with Bundle 2, Tammy would still attain us utils of happiness.

To the extent that Tammy behaves more like a Homo economicus than Homo sapiens, what we would
expect Tammy to do—hang on to her raise and forgo the extra 14 days of vacation time (i.e., remain
at Bundle 2), or forfeit her raise and nab the extra vacation time (i.e., move to Bundle 3)? As a member
of Homo economicus, Tammy would not suffer from reference dependence or loss aversion in moving
from Bundle 2 to Bundle 3. And in this case, because her utility level remains constant at w9, neither
would she exhibit an endowment effect. An Endowment Effect occurs when an individual perceives
herself as better off in the status quo (e.g., at bundle 2) even when her utility level in the status quo is
no higher than in a different state of the world (e.g., bundle 3). As a result, Tammy would be no worse
off flipping a fair coin and letting the outcome of the coin flip determine her choice (e.g., “heads I stick
with Bundle 2, tails [ change to Bundle 3”).

This would not be so if Tammy is a member of Homo sapiens. As a Homo sapiens, we would expect her
to be partially governed by all three idiosyncrasies. Regarding reference dependence, consider the fact
that Tammy has only enjoyed her raise in pay for one month. This bump in her income is therefore
likely to be fresh in her mind. To the extent that this is the case, it could be that in the interim of having
received the pay raise and being given the opportunity of choosing Bundle 3, her indifference curve
associated with utility level w9 has actually gotten flatter in the region between Bundles 2 and 3 (with
Bundle 2 serving as a pivot point), and thus, choosing Bundle 3 would now result in her attaining a
utility level less than wus (sketch this possibility in Figure 4.6 and see for yourself). Tammy therefore
would not flip a coin. She would turn down her boss’ offer and stick with Bundle 2.

Alternatively, it could be that Tammy’s reference point for this decision is stuck at Bundle 1. One
month hasn’t really been long enough for her to learn to enjoy the added utility that she will eventually
obtain from the pay raise. So, in her mind, Tammy actually compares Bundles 1 and 3, not Bundles
2 and 3. In this case, Tammy will accept the boss’s offer and switch to Bundle 3. As far as Tammy in
concerned, she has gained u9 — w4 utils of happiness in making the switch.

Either way, therefore, reference dependence nuances Tammy’s decision when she thinks more like
Homo sapiens than Homo economicus.

The story is less ambiguous regarding loss aversion. To the extent that Tammy suffers from loss
aversion, she will interpret the certain loss of her $2,000 pay raise as inducing a greater loss in utility
than the potential gain in happiness that will come with 14 more vacation days. Hence, loss aversion
points Tammy toward rejecting her boss’ offer and sticking with Bundle 2 in Figure 4.6.

Finally, let’s consider the possibility of Tammy experiencing an Endowment Effect as a member of
Homo economicus. Because the move from Bundle 2 to Bundle 3 does not change her utility level, we
would not expect Tammy, as Homo economicus, to suffer from an endowment effect (i.e., to necessarily
choose Bundle 2 over Bundle 3). However, as a member of Homo sapiens, the Endowment Effect is
potentially alive and well. Tammy could be covetous of her recent pay raise, and therefore would not
be indifferent between Bundles 2 and 3. She would be more likely to stick with Bundle 2.

Tallying up the score in Figure 4.6 (and remembering that Tammy is, after all, a member of
Homo sapiens), it seems that, contrary to what rational-choice theory would suggest, the three
idiosyncrasies—reference dependence, loss aversion, and the Endowment Effect—point Tammy
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toward rejecting her boss’ added-vacation offer and sticking with Bundle 2. At the very least, we
should not be as confident in concluding that she will base her decision on a flip of a coin, as we would
if she were miraculously a member of Homo economicus instead.
We conclude with a few quick thought experiments before taking a headlong dive into the famous
laboratory experiments that have propelled the field of behavioral economics into the limelight.
Consider the following thought experiment:

Today, Sally and Sam each have wealth worth $5 million. Yesterday, Sally had wealth worth $1
million and Sam had wealth worth $9 million. Are Sally and Sam equally happy today?

If you answered “no,” then you believe that Sally and Sam’s utilities are each reference dependent. By
default, Homo economicus would answer “yes” because what matters in the rational choice model is
total wealth (which is currently at the same level for Sally and Sam), not actual gains and losses.

Now consider this thought experiment:

Which lottery do you prefer?

A 85% chance to lose $1000 and 15% chance to lose nothing
B certain loss of $800

If you chose lottery A, then you are a “risk seeker” and exhibit loss aversion. Homo economicus would
have done the math, and since her expected loss from lottery A is a larger number than the certain loss
from lottery B, she would have chosen lottery B.

STUDY QUESTIONS

Note: Questions marked with a “t” are adopted from Just (2013), and those marked with a “¢” are
adopted from Cartwright (2014).

1. T Suppose Uncle Joe’s preferences can be depicted as a value function like that drawn in Figure
4.1. Last night Joe experienced both a gain and a loss. The gain was paying $25 less than he
had expected for his dinner date with Auntie Jill. The loss was finding a $25 parking ticket
waiting for him underneath his car’s wiper blade when he and Jill returned to the car
following the meal. Would it be best, in terms of his overall utility level, if Joe segregated the
gain from the loss or integrated the two? Explain.

2. Suppose an individual’s value function is depicted in the figure below. Which properties of
Prospect Theory is this individual violating?
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Utility

Losses / Gains

3. *Suppose someone’s willingness-to-pay for a good is $10, and their reference point is $20. If
the good is priced at $13, will they buy it? What does your answer say about sales and “bargain
buys”?

4. Is the Monotonicity Property necessary for an individual’s reference-dependent indifference
curves to cross? Why?

5. T Suppose Akira has two sources of income. Anticipated income (e.g., accrued from her
regular weekly paycheck), wi, is spent on healthy food, 21, and clothing, 2. Unanticipated
income (e.g., inherited wealth), wo, is spent on what Akira considers to be a luxury good, 3.

1
Suppose Akira’s value function is given by v (x1, z2, x3) = (zr122x3)3, so that the marginal

2 1
utilities assoc1ated with goods 1,2, and 3, respectlvely, are givenby MU = ml 5 (xows3)3,

MU, = 21172 (ml.’]?g) 3 and MU3 = 3 (5[2‘1332)3 Suppose w; = $8 and wo = $2, and
that corresponding per-unit prices for goods 1,2, and 3 are given by p; = pg =$1 and p3 =
$2, respectively. It can be shown that Akira’s optimal demands for goods 1, 2, and 3 are values
4, 4, and 1, respectively. To see this, we set the marginal utilities of consumption per dollar
equal across x1 and x2 and then impose the condition(s) that the cost of all goods in the
budget associated with the anticipated and unanticipated incomes are equal to their respective
budget constraints. Hence, from the budget constraints for anticipated and unanticipated
income, respectively, we set x1 + 9 =8 and 2 = 223 = x3 = 1. Setting

% = J\/’;[QJQ —> 1] = X9, which, given &1 + x2 = 8, implies x1 = x2 = 4. (a) Suppose
Akira receives an extra $4 in anticipated income, and thus w; = $12 and w9 = $2. How does
Akira’s demand for goods 1, 2, and 3 change? (b) Alternatively, suppose Akira receives the
extra $4 as unanticipated income, and thus w; = $8 and wo = $6. How does Akira’s demand
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change now? Hint for parts (a) and (b): Use the same approach as was shown above to answer

these two questions. (¢) In relation to parts (a) and (b), could Akira make herself better off by

not doing mental accounting (i.e., by not compartmentalizing the entire $4 increase into

either anticipated or unanticipated income) and instead combine the two accounts into a

single total income account and allocate the $4 increase in income to total income? Hint for

part (c): Note that total income becomes $14, and the corresponding budget constraint is
MU, _ MU, MU, _ MU3

- . . . _ 5
14 = x1 + 29 + 2x3. Again, noting that T s ,and now o s aS well, leads

to the answer.

6. * Suppose Anna owns her own house and house prices in the market increase. Should Anna
spend more money on everyday living expenses? Suppose Anna also has money invested in
the stock market and stock prices decrease. Should Anna spend less money on everyday living
expenses? Explain.

7. T Consider the Regret Theory Utility Function given by
(@—y)? if x>y
u(x, y) = {_ _ 2 -

(y—=z)* if y>=

and u(x, y) = -1. Explain how these curves can be used to denote a preference reversal.

. Plot the implied indifference curves for u(x,y) = 1

8. Explain why reference dependence in the context of Regret Theory can lead to the
intersection of the reference-dependent indifference curves and thus a preference reversal.

9. Referring to the three-period hyperbolic time discounting problem discussed in this chapter,
show that stationarity does not hold for utility function u () = ln z. Hint: Assume o = 3 =
1. To show this result, you must then choose increments 77 and 2o such that
In(z+ i) > m(x+22), and proceed from there.

10. * Referring to the lotteries listed below, explain what Prospect Theory suggests Henrietta the
Homo sapiens will choose to do vis-a-vis Lottery A vs. Lotteries B — F, respectively. Lottery A:
Win $0 for certain. Lottery B: Lose $100 with probability of 0.5, win $105 otherwise.

Lottery C: Lose $100 with probability of 0.5, win $125 otherwise. Lottery D: Lose $100 with
probability of 0.5, win $200 otherwise. Lottery E: Lose $225 with probability 0.5, win $375
otherwise. Lottery F: Lose $600 with probability 0.5, win $36 million otherwise.

11. " Harper is spending a three-day weekend at her beach property. Upon arrival, she purchases a
quart of ice cream and must divide consumption of the quart over each of the three days. Her
instantaneous utility of ice cream consumption is given by u (z) = \/x, where x is measured
in quarts, so that the instantaneous marginal utility is given by v/ (x) = ﬁ (a) Suppose
Harper discounts future consumption of ice cream using exponential time discounting with a
daily discount factor = 0.8. (a) Solve for Harper’s optimal consumption profile over the
course of the three days by finding the daily proportions of the quart of ice cream that both
equate the discounted marginal utilities of consumption across the three days, and sum to 1.
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12.

13.

14.

15.

(b) Now suppose that Harper discounts future utility according to hyperbolic time
discounting, with &« = 8 = 1. Describe the optimal consumption profile starting from the
first day of the weekend. How will the consumption plan change on day two?

* Suppose Henrietta the Homo sapiens is prone to experience regret when it comes to choosing
between different lotteries. She faces the following three lotteries: Lottery A: Win $5 for
certain. Lottery B: Win $10 with probability of 0.4, win $3 with probability of 0.6. Lottery
C: Win $7.50 with probability of 0.7, win $1 with probability of 0.3. Given what you know
about Regret Theory, how might you explain Henrietta’s choices when comparing Lotteries A
and B, B and C, and A and C, respectively?

What condition typically exhibited by Homo sapiens do businesses attempt to exploit when
they advertise that “supplies won't last long”?

*1Is it better to be an employee in a firm where you earn $50,000 per year and the average
salary is $80,000 or in a firm where you earn $45,000 and the average salary is $30,000.

Why don’t the reference-dependent indifference curves |z, and u| g, in Figure 4.3 extend to
the southeast of Bundle A?
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CHAPTER 5.

LABORATORY EXPERIMENTS: THE RATIONALITY OF HOMO ECONOMICUS
VERSUS THE REALITY OF HOMO SAPIENS

The laboratory experiments discussed in this chapter have been designed to test the Principle and
Additional Rationality Axioms presented in Chapter 3. As you will see, we Homo sapiens are rather
prolific in our violations of the rationality typified by Homo economicus.

TESTING THE INVARIANCE AXIOM (VERSION 1)

Consider the following experiments designed by Kahneman and Tversky (1984):

Experiment 1

Imagine that your hometown is preparing for the outbreak of an unusual disease that is expected
to kill 600 people. Two alternative programs to combat the disease have been proposed. Assume
that the exact scientific estimates of the consequences of the programs are as follows:

If Program A is adopted, 200 people will be saved.

If Program B is adopted, there is a one-third probability that 600 people will be saved and a two-
thirds probability that no people will be saved.

Which of the two programs would you favor?

Experiment 2

Imagine that your hometown is preparing for the outbreak of an unusual disease that is expected
to kill 600 people. Two alternative programs to combat the disease have been proposed. Assume
that the exact scientific estimates of the consequences of the programs are as follows:

If Program C is adopted, 400 people will die.

If Program D is adopted, there is a one-third probability that nobody will die and a two-thirds
probability that 600 people will die.

Which of the two programs would you favor?

Homo economicus would quickly determine that Program A in Experiment 1 is equivalent to Program
C in Experiment 2, and Program B in Experiment 1 is similarly equivalent to Program D in
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Experiment 2. Thus, he would recognize that the two experiments themselves are equivalent. If
each experiment were conducted separately with two different groups of Homo economicus, we would
then naturally predict 50%-50% splits between Programs A and B among subjects participating in
Experiment 1, and 50%-50% splits between Programs C and D among subjects participating in
Experiment 2. These outcomes would be consistent with the Invariance Axiom.

To the contrary, when Kahneman and Tversky ran the experiments, 72%(28%) of the subjects in
Experiment 1 chose Program A(B). The reverse occurred in Experiment 2, with 22%(78%) of the
subjects choosing Program C(D). The authors surmised that this violation of the Invariance Axiom
among Homo sapiens resulted from the experiments having been framed by different reference points.
Experiment 1’s reference point is that people will be saved while Experiment 2’s is that people will
die. This, in turn, led the Homo sapiens to make reference-dependent choices. Kahneman and Tversky
identified this particular type of reference-dependency as a Reflection Effect.

TESTING THE INVARIANCE AXIOM (VERSION 2)

Kahneman and Tversky (1979) provide another test of reference-dependency and the Reflection
Effect in an experiment with two groups of roughly 70 subjects each. The first group participated in
the following experiment:

Experiment 1

Suppose you've been given $1,000 in addition to whatever you own in your life. Which lottery
do you prefer?

A 50% chance to win another $1,000 (with a 50% chance to win nothing).
B Certain win of $500.

Since the two lotteries have the same expected values of $500, a Homo economicus with any degree of
risk aversion would choose Lottery B. Of Kahneman and Tversky’s 70 Homo sapiens who participated
in this experiment, 84% chose Lottery B. Not bad.

The second group of subjects participated in a slightly altered version of Experiment 1:

Experiment 2

Suppose you've been given $2,000 in addition to whatever you own in your life. Which lottery
do you prefer?

A 50% chance of losing $1,000 (with a 50% chance of losing nothing).
B Certain loss of $500.

Note that these two lotteries are essentially identical to the two lotteries in Experiment 1. Lotteries A
both give the individual a 50% chance of walking away with $2,000 and a 50% chance of walking away
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with $1,500. Lotteries B both ensure that the individual walks away $1,500 wealthier with certainty.
Thus, any Homo economicus who would choose Lottery B in Experiment 1 should likewise choose
Lottery B in Experiment 2 (or to put it another way, the percentages of Homo economicus choosing
Lottery B in Experiments 1 and 2 should be equal). We would like to think that Homo sapiens will
behave similarly.

Wouldn’t you know it? Of Kahneman and Tversky’s 70 Homo sapiens who participated in this
experiment, only 31% chose Lottery B. What the...? This outcome led Kahneman and Tversky to
conclude that their subjects were indeed making reference-dependent choices. Experiment 1 was
framed in terms of winning, and the great majority of Homo sapiens responded by exhibiting risk
aversion—they prefer to protect certain gains. In contrast, Experiment 2 was framed in terms of
losing, and the majority of Homo sapiens responded by exhibiting risk-seeking behavior—they decided
to take a gamble that was otherwise eschewed in Experiment 1. The results for Experiment 1 concur
with the value function’s diminishing sensitivity to gains as described in Chapter 4, and the results for
Experiment 2 concur with the value function’s diminishing sensitivity to losses.

TESTING THE INVARIANCE AXIOM (VERSION 3)

Consider the following two experiments proposed by Grether and Plott (1979):

Experiment 1
Suppose you are offered a choice between two lotteries. Which lottery do you prefer?

A Ifyourolla 1l ora2youwin $160; if youroll a 3, 4, 5, or 6 you lose $15.
B Ifyourollal,2, 3,4, or5youwin $40; if you roll a 6 you lose $10.

Experiment 2

Suppose you “own” each of the two lotteries below, and therefore you have the option of selling
each of them to someone else rather than playing them yourself. How much money would you sell
each one for?

A Ifyourolla 1l ora2youwin $160; if youroll a 3, 4, 5, or 6 you lose $15.
B Ifyourollal,2, 3,4, or5youwin $40; if you roll a 6 you lose $10.

In this case, each subject participates in both experiments. We would expect that if Homo economicus
prefers Lottery A to Lottery B in Experiment 1, then she would choose to sell Lottery A for more
money than Lottery B in Experiment 2. This would be consistent with the Invariance Axiom in the
context of this experiment. By contrast, Grether and Plott found that 70% of the Homo sapiens who
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participated in the two experiments exhibited a preference reversal by choosing the relatively safe
Lottery B in Experiment 1 but stating a higher selling price for risky Lottery A in Experiment 2.!

A less-complicated version of Experiments 1 and 2 designed to test for preference reversal in the
context of a monetary bet was tested by Tversky et al. (1990), who proposed an experiment to their
students similar to the following:

Suppose you are asked to choose between the following two lotteries. Which lottery do you
prefer?

A 75% chance of winning $10.
B 10% chance of winning $100.

The students were asked two questions: which lottery would you prefer to play, and which lottery is
worth more to you (in terms of the minimum amounts of money you would be willing to accept in
lieu of having the chance to play either lottery)?

We know how Homo economicus would answer. He would first calculate the expected value of each
lottery ($7.50 for Lottery A and $10 for Lottery B) and then answer the two questions as “I prefer
Lottery B” and “Lottery B is worth $2.50 more to me.” In other words, Homo economics would go
Lottery B all the way; no preference reversal there. To the contrary, Tversky et al. (1990) found that
around 75% of their subjects chose Lottery A in answer to the first question but roughly 65% of these
same subjects chose Lottery B in answer to the second question. Ouch, big-time preference reversal
there.

TESTING THE INVARIANCE AXIOM (VERSION 4)

Consider the following three experiments, versions of which were proposed by Kahneman (2011):

Experiment 1

The Andaman Islands in the Bay of Bengal off the coast of Myanmar are home to several varieties
of animals. The breeding grounds for one animal in particular, the Narcondam Hornbill, are
threatened by human settlement and consequent deforestation. Suppose a special fund supported
by private donations has been set up to provide protected breeding locations for the Hornbill.
Would you consider contributing something to this fund? If so, how much?

1. Lichtenstein and Slovic (1971) found similar preference reversals in their earlier study with undergraduate students, as did
Loomes et al. (1991) in later experiments.
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Experiment 2

Farmworkers, who are exposed to the sun for many hours per day, have a higher risk of skin cancer
due to climate change than Myanmar’s general population. Frequent medical check-ups can reduce
the risk. Suppose a special fund supported by private donations has been set up to provide regular
medical check-ups for the farm workers. Would you consider contributing something to this fund?
If so, how much?

Experiment 3

The Andaman Islands in the Bay of Bengal off the coast of Myanmar are home to several varieties
of animals. The breeding grounds for one animal in particular, the Narcondam Hornbill, are
threatened by human settlement and consequent deforestation. Farmworkers, who are exposed to
the sun for many hours per day, have a higher risk of skin cancer due to climate change than
Myanmar’s general population. Frequent medical check-ups can reduce the risk. Suppose separate
special funds supported by private donations have been set up to provide protected breeding
locations for the Hornbill and regular medical check-ups for the farmworkers. Would you consider
contributing to one or the other fund (or both)? If so, how much?

Suppose that subjects recruited to participate in these experiments are divided into two groups. One
group participates in Experiments 1 and 2 simultaneously, i.e., the subjects are asked to contribute to a
special fund for the Narcondam Hornbills in Experiment 1 and the farmworkers in Experiment 2. The
other group participates in Experiment 3. What would we expect from two groups of Homo economicus
here? If you answer that the average amounts Homo economicus subjects pledged in Experiments 1 and
2 equal the same average amounts in Experiment 3, then you've nailed it! Essentially, both groups are
presented with the same experiments. Thus, on average, Homo economicus would violate the Invariance
Axiom if the amounts pledged for Experiments 1 and 2 did not match those pledged in Experiment 3.

Kahneman hypothesizes that the average amount pledged by Homo sapiens in Experiment 1 (for
Narcondam Hornbills) will exceed the average amount pledged in Experiment 2 (for the
farmwor21<ers). But in Experiment 3, the average amounts will be reversed, indicating a preference
reversal.

TESTING THE INVARIANCE AND DOMINANCE AXIOMS (VERSION 1)

Consider the following experiments proposed by Kahneman and Tversky’s (1 984):”

. Kahneman explains that presenting subjects with two separate questions (i.e., Experiments 1 and 2) frames their choices
narrowly. Presenting the subjects with a single question (i.e., Experiment 3) instead frames their choices broadly. In this
case, as with most cases, the broader the frame the more likely subjects will provide accurate answers—accurate in terms of
pledging amounts that more accurately reflect their underlying preferences.

. Taken together, these two experiments exemplify the famous Allais Paradox designed by Maurice Allais in 1953.
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Experiment 1
Choose between lotteries A and B:

A 25% chance to win $240 and 75% chance to lose $760, or
B 25% chance to win $250 and 75% chance to lose $750.

Experiment 2
Now suppose you face the following pair of what are known as “compound lotteries”:
Compound Lottery 1: Choose between,

A asure gain of $240, or
B 25% chance to win $1,000 and 75% to win nothing.

Compound Lottery 2: Choose between,

A asure loss of $750, or
B 75% chance to lose $1,000 and 25% chance to lose nothing.

Begin by noting that Lottery B in Experiment 1 dominates Lottery A. This is because the expected
winnings from Lottery B are greater than those from Lottery A, and the expected losses from Lottery
B are less than those from Lottery A. Obviously, Homo economicus will choose Lottery B, thus not
violating the Dominance Axiom.

Next comes the hard part. In Experiment 2, adding the sure win of $240 (Lottery A in Compound
Lottery 1) to Lottery B in Compound Lottery 2 yields a 25% chance of winning $240 and a 75% chance
to lose $760. Note that this is exactly Lottery A in Experiment 1! Similarly, adding the sure loss of
$750 (Lottery A in Compound Lottery 2) to Lottery B in Compound Lottery 1 yields a 25% chance to
win $250 and a 75% chance to lose $750. But this is precisely Lottery B in Experiment 1!

Thus, since Homo economicus will choose Lottery B in Experiment 1, in Experiment 2 he will choose
Lottery B in Compound Lottery 1 and Lottery A in Compound Lottery 2.

What about Homo sapiens? Thankfully, none of Kahneman and Tversky’s subjects in Experiment
1 chose Lottery A, implying that Homo sapiens also abided by the Dominance Axiom. However, in
Experiment 2, the great majority of subjects chose Lottery A in Compound Lottery 1 and Lottery B in
Compound Lottery 2. This is the opposite of Homo economicus’ choices and demonstrates a preference
reversal for these Homo sapiens (relative to their choices of Lottery B in Experiment 1). In other words,
once again a majority of Homo sapiens have violated the Invariance Axiom.

Kahneman (2011) reminds us that Experiment 2 is an example of narrow vs. broad framing.5
Narrow framing occurs when subjects consider the two compound lotteries separately from each

4. Note that by choosing Lottery A in Compound Lottery 2, Homo economicus demonstrates that he does not suffer from
loss aversion.

5. Also known as narrow vs. broad bracketing.
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other (narrowly) rather than taking the time necessary to consider the two compound lotteries jointly
(broadly). Subjects who broadly frame the two compound lotteries are capable of abiding by the
Invariance Axiom, i.e., all else equal, they will be more likely to choose Lottery B in Compound
Lottery 1 and Lottery A in Compound Lottery 2 because they take the time to compare the two
compound lotteries. As Kahneman (2011) points out, in real life broad framing induces Homo sapiens
to choose high deductibles for insurance policies, eschew choosing extended warranties for the
products they purchase, and not regularly check their retirement balances. Broad framing encourages
adherence to “risk policies” that lead Homo sapiens to make choices with favorable odds in the long

6
run.

TESTING THE INVARIANCE AND DOMINANCE AXIOMS (VERSION 2)

Consider the following two experiments proposed by Tversky and Kahneman (1986):

Experiment 1

The following lottery is described by the percentage of marbles of different colors in each box
and the amount of money you win or lose depending upon the color of a randomly drawn marble.
Which lottery do you prefer?

Lottery A

Purple 90% chance to win $0
Red 6% chance to win $45,000
Green 1% chance to win $30,000
Blue 1% chance to lose $15,000
Grey 2% chance to lose $15,000

Lottery B

Purple 90% chance to win $0
Red 6% chance to win $45,000
Green 1% chance to win $45,000
Blue 1% chance to lose $10,000
Grey 2% chance to lose $15,000

Experiment 2

The following lottery is described by the percentage of marbles of different colors in each box
and the amount of money you win or lose depending upon the color of a randomly drawn marble.
Which lottery do you prefer?

Lottery A

6. See Read et al. (1999Db) for a seminal discussion on the topic of choice bracketing among Homo sapiens.
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Purple 90% chance to win $0
Red 6% chance to win $45,000
Green 1% chance to win $30,000
Grey 3% chance to lose $15,000

Lottery B

Purple 90% chance to win $0
Red 7% chance to win $45,000
Green 1% chance to lose $10,000
Grey 2% chance to lose $15,000

Begin by noting that, just as in Version 1 above, Lottery B in Experiment 1 dominates Lottery A.
This is because the expected winnings from Lottery B are greater than those from Lottery A, and the
expected losses from Lottery B are less than those from Lottery A. Homo economicus chooses Lottery B
and thus again does not violate the Dominance Axiom.

Next, note that Experiment 2 is effectively identical to Experiment 1. Specifically, Lotteries A in
both experiments offer the same percentages of winning $0, $45,000, and $30,000, respectively, and
the same percentage of losing $15,000. Lotteries B similarly offer the same percentages of winning $0
and $45,000, respectively, and the same percentages of losing $15,000 and $10,000, respectively.

Since Homo economicus chooses Lottery B in Experiment 1 via the Dominance Axiom, in
Experiment 2 she will also choose Lottery B, thus abiding by the Invariance Axiom.

What about Homo sapiens? Thankfully, none of Tversky and Kahneman’s subjects in Experiment
1 chose Lottery A, implying again that Homo sapiens also abide by the Dominance Axiom. However,
in Experiment 2, a slight majority of subjects chose Lottery A. This is another demonstration of
preference reversal for these Homo sapiens, which, as we now know well, is a violation of the
Invariance Axiom.

TESTING THE SUBSTITUTION AXIOM

Consider the following experiments proposed by Kahneman and Tversky (1979):

Experiment 1
Choose between lotteries A and B:

A 45% chance to win $6,000
B 90% chance to win $3,000
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Experiment 2
Choose between lotteries A and B:

A 0.1% chance to win $6,000
B 0.2% chance to win $3,000

Homo economicus notices two things about Experiments 1 and 2. First, in each experiment, the two
lotteries have identical expected payoffs. In Experiment 1, the expected payoff is $2,700 for both
Lotteries A (0.45 x $6,000 = $2,700) and B (0.9 x $3,000 = $2,700), and in Experiment 2, the expected
payoff is $6 for both Lotteries A (0.001 x $6,000 = $6) and B (0.002 x $3,000 = $6). Thus, we would
expect a sample of Homo economicus to split roughly 50%-50% in choosing between Lotteries A and
B in Experiment 1 and 50%-50% in choosing between Lotteries A and B in Experiment 2. Second,
being the omniscient creature that he is, Homo economicus also recognizes that the probabilities
in Experiment 1 for Lotteries A and B are actually multiplied by a common factor of 0.002 to
obtain the corresponding probabilities in Experiment 2 for Lotteries A and B. Thus, Homo economicus
understands fully the substitution that has occurred here between the two experiments.

It’s a different story for Homo sapiens. Based upon a sample of 66 students, Kahneman and Tversky
found a split of 14%-86% between Lotteries A and B in Experiment 1, and 73%-27% between Lotteries
A and B in Experiment 2. In other words, the sample of Homo sapiens seems to have understood neither
that the expected payoffs for each lottery are equal in each respective lottery, nor that the percentages
in Experiment 2 are merely substitutes for the percentages in Experiment 1. This latter miscue is what
leads Homo sapiens to violate the Substitution Axiom.

Not to diminish the importance of their having violated this axiom, it is worth mentioning a
possible explanation for why at least some of Kahneman and Tversky’s students did so. Note that
Lottery B’s 90% of winning in Experiment 1 is near certainty. To the extent that they prefer certain
outcomes (i.e., are influenced by a “certainty effect”), we therefore might expect the students to prefer
Lottery B in Experiment 1, despite Lottery A’s and B’s equal expected values. Furthermore, after
having participated in Experiment 1, the probabilities of winning in Experiment 2 (i.e., 0.01% and
0.02%) could very well have seemed inconsequential to a number of the students. Hence, because of
such low probabilities of winning (i.e., such inconsequentiality), the students could be forgiven for
having chose Lottery A in Experiment 2. The stakes are so low in this experiment, why not take a
chance on Lottery A?

TESTING THE SURE-THING PRINCIPLE

Consider the following experiments proposed by Tversky and Shafir (1992):

Experiment 1
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Imagine you have just taken a difficult examination. It is the end of the fall semester, you feel
tired and rundown, and you are not sure that you passed the exam. If you failed you will have to
take the exam again in a couple of months—after the semester break. You now have an opportunity
to buy a very attractive 5-day vacation package to the Bahamas at an exceptionally low price. The
special offer expires tomorrow, while the exam grade will not be available until the day after
tomorrow. Would you:

A Buy the vacation package.
B Not buy the vacation package.
C Pay a $150 non-refundable fee to retain the right to buy the vacation package at the same low
price the day after tomorrow—after you learn whether you passed the exam.

Experiment 2

Imagine you have just taken a difficult examination. It is the end of the fall semester, you feel
tired and rundown, and you find out that you passed the exam. You now have an opportunity to
buy a very attractive 5-day vacation package to the Bahamas at an exceptionally low price. The
special offer expires tomorrow. Would you:

A Buy the vacation package.
B Not buy the vacation package.
C Pay a $150 non-refundable fee to retain the right to buy the vacation package at the same low
price the day after tomorrow.

Experiment 3

Imagine you have just taken a difficult examination. It is the end of the fall semester, you feel
tired and rundown, and you find out that you failed the exam. You now have an opportunity to buy
a very attractive 5-day vacation package to the Bahamas at an exceptionally low price. The special
offer expires tomorrow. Would you:

A Buy the vacation package.
B Not buy the vacation package.
C Pay a $150 non-refundable fee to retain the right to buy the vacation package at the same low
price the day after tomorrow.

These experiments do not provide a clear context within which to test Homo economicus vs. Homo
sapiens (which is nice for a change, given that Homo sapiens have thus far paled in comparison to Homo
economicus in terms of not violating our cherished rationality axioms). Rather, because Experiments 2
and 3 are “sure things” in the sense that the outcome of the exam is known before the decision is made
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about whether to purchase the vacation package, and Experiment 1 is an “unsure thing” given that the
result of the exam is unknown prior to making the decision, we would expect that if the percentages
of those participants choosing A, B, and C in Experiment 2 are roughly equal to their corresponding
percentages in Experiment 3, then these same percentages should in turn roughly equal those in
Experiment 1. In other words, the percentage of participants in Experiment 1 choosing A should
roughly equal the percentage of participants in Experiment 2 choosing A, which should roughly equal
the percentage of participants in Experiment 3 choosing A, and so on for choices B and C across the
experiments. In other words, we would expect that the uncertainty embodied in Experiment 1 should
not cause its results to noticeably deviate from the results in Experiments 2 and 3.

Using different samples of roughly 70 students per experiment, Tversky and Shafir report the
following results (in percentages):

Experiment Choice
A B C
1 32 7 61
2 54 16 30
3 57 12 31

Note that the percentages across choices A — C are roughly the same for “sure-thing” Experiments
2 and 3. But the percentages deviate quite considerably from those for “unsure-thing” Experiment 1.
Thus, Tversky and Shafir claim that their groups of Homo sapiens violate the Sure-Thing Principle.

STUDY QUESTIONS

1. Can you design a laboratory experiment to test the axiom that was not considered in this
chapter—the Independence Axiom?

2. In Testing the Invariance and Dominance Axioms (Version 1), it is clear that broad framing
leads to better outcomes than narrow framing. Can you think of a situation in real life where
narrow framing could lead to a better outcome than broad framing?

3. Which biases discussed in Chapter 2 are most likely to be avoided through broad framing?
Explain.

4. Can you think of three deficiencies associated with the laboratory experiments (discussed in
this chapter) that were conducted with the researchers’ own students?

5. State in words why a violation of the Transitivity Axiom introduced in Chapter 3 also implies
what we are calling a “preference reversal” in this chapter (e.g., see Testing the Invariance
Axiom (Version 3)).

6. Can you design a simpler experiment to test for the Sure-Thing Principle than the one
presented in this chapter?
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CHAPTER 6.

LABORATORY EXPERIMENTS: ADDITIONAL DIFFERENCES BETWEEN HOMO
ECONOMICUS AND HOMO SAPIENS

As mentioned previously, this chapter presents additional laboratory experiments designed to test the
implications of the theories advanced in Chapter 4. Here, we learn about the classic advances made
by behavioral economists and the main concepts underscored by Prospect Theory; concepts such as
mental accounting, Ambiguity and Competency Effects, fairness, regret and blame, as well as loss
aversion, reference dependence, and the Endowment Effect.

MENTAL ACCOUNTING (VERSION 1)

Consider the following two experiments proposed by Kahneman and Tversky (1984):

Experiment 1

Imagine that you have decided to see a new movie at your local cinema. You went online ahead
of time, purchased a ticket for $10, and then printed the ticket to take with you to the cinema. As
you enter the cinema, you discover that you have lost the ticket. The ticket cannot be recovered.

Would you pay $10 at the box office for another ticket?

Experiment 2

Imagine that you have decided to see a new movie at your local cinema, which costs $10 for a
ticket. As you approach the box office to pay for a ticket, you discover that you have lost $10.

Would you still pay $10 for a ticket to the movie?

Homo economicus would recognize that, regardless of whether he had the $10 ticket in hand but lost it
or lost $10 in cash beforehand, once at the cinema the $10 reduction in his income is what’s known
as a “sunk cost.” He would therefore ignore this cost—completely put it out of his mind—and instead
answer the question, “Is watching this movie worth $10 to me at this moment?” If the answer is “yes,”
then he purchases the ticket and watches the movie. If the answer is “no,” he heads back home and does
not watch the movie. Most importantly, Homo economicus’ answer to the question is not dependent
on whether he lost the ticket itself (as in Experiment 1) or the cash (as in Experiment 2) (i.e., Homo
economicus would not be guilty of “narrowly framing” his answer on whether it was a ticket or cash
88 ARTHUR J. CAPLAN



that was lost). As a result, we would expect the percentage of Homo economicus choosing to pay for
another ticket in each experiment to be roughly 50%.

Based on samples of roughly 200 subjects each for two similar experiments, Kahneman and Tversky
found that 46% of the subjects in Experiment 1 answered “yes,” they would pay $10 at the box office
for another ticket, while in Experiment 2, 88% answered “yes.” The authors conclude that going to
the cinema is normally viewed as a transaction in which the cost of the ticket is exchanged for the
experience of seeing the movie. Buying a second ticket increases the cost of seeing the movie to a level
that many Homo sapiens find unacceptable. In contrast, the loss of cash is not posted to the mental
account of the movie, and it affects the purchase of a ticket only by making the individual feel slightly
less affluent.’

This evidence suggests that Homo sapiens is prone to mental accounting while Homo economicus is
not.

MENTAL ACCOUNTING (VERSION 2)

Consider the following experiments proposed by Kahneman and Tversky (1984):

Experiment 1

Imagine that you are about to purchase a jacket for $70 and a pair of earbuds for $30 (from the
same department store). The electronics salesperson informs you that the earbuds you want to buy
are on sale for $15 at the other branch of the store, which is a 20-minute drive across town.

Would you make the trip to the other store?

Experiment 2

Imagine that you are about to purchase a jacket for $30 and a pair of earbuds for $70 (from the
same department store). The electronics salesperson informs you that the earbuds you want to buy
are on sale for $55 at the other branch of the store, which is a 20-minute drive across town.

Would you make the trip to the other store?

A Homo economicus participating in Experiment 1 would recognize the same thing as a Homo
economicus participating in Experiment 2—he saves $15 by making the trip to the other store. Further,
we can say that Homo economicus would not distinguish between $15 saved on a relatively cheap vs.
expensive pair of earbuds, and thus, we would expect 50% of the Homo economicus in each experiment
to choose to make the trip to the other store. All else equal, we should expect the full cost of traveling

. Heath and Soll (1996) present evidence from three similar mental-accounting experiments that reach the same conclusions
as Kahneman and Tversky—Homo sapiens tend to be avid mental accountants.
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to the other store to exceed the $15 savings for half of the Homo economicus who would therefore
choose not to make the trip.

When it comes to Homo sapiens, Kahneman and Tversky found that 68% of their roughly 100
subjects in Experiment 1 chose to make the trip to the other store, while only 29% of their subjects in
Experiment 2 chose to make the trip. This is another example of mental accounting, whereby Homo
sapiens relate the savings associated with making the trip to a reference point that is determined by
the context in which the decision arises. In this case, a larger percentage of Homo sapiens interpreted
the savings on the cheaper pair of earbuds to be worth the trip to the other store. Apparently, saving
money on a cheaper pair of earbuds is more valuable than saving the same amount of money on a
more expensive pair.

This example relates to what Thaler (1980 and 1985) calls transactional utility, whereby consumers
base their purchase decisions on whether they derive value from the belief that they are getting a
good deal rather than just the utility derived from the actual item purchased, or what Thaler calls
acquisitional utility. The extent to which purchasing decisions are driven by transactional utility helps
explain why stores consistently mark certain products as being “on sale.” For example, consumers are
more likely to buy a product marked “on sale” for $4 when it regularly sells for $6 than they are to buy
the same product simply marked as $4. The product may be for sale at the same price, but consumers
feel they are getting a better deal when it is “on sale” than when they pay a regular price.

Could there be a better explanation for these experimental results, perhaps something more
conclusive to say about a possible reference point? Looking again at the two experiments, we see that
the price differential in Experiment 1 results in a considerably larger percentage gain in savings than
the differential in Experiment 2 (specifically, the 50% savings in Experiment 1 is more than double
the approximately 20% savings in Experiment 2). Thus, to the extent that Kahneman and Tversky’s
subjects based their decisions in this context on percentage savings rather than the actual dollar
amount saved, we would expect deviations from Homo economicus’ decision. It may be that several
of the experiment’s subjects behaved as if their reference point for making a choice was percentage
rather than actual savings.

MENTAL ACCOUNTING (VERSION 3)

Consider the following experiment:

Two avid sports fans plan to travel 25 miles to see their favorite basketball team—the Utah
Jazz—play a game at Vivint Arena. One of the fans, Patricia, already paid for her ticket. The other,
Peter, was on his way to purchase a ticket when he got one free from a friend. A huge blizzard is
announced for the night of the game. Which statement best describes the likely outcome of this
situation?

A Patricia is most likely to brave the blizzard to see the game.
B Peter is most likely to brave the blizzard to see the game.
C Both are equally likely to brave the blizzard to see the game.

Because both Patricia and Peter have tickets to see the game, Homo economicus
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rationalizes that each will simply weigh the expected benefit of braving the
blizzard to see the game (which is the psychic joy associated with watching
the Jazz compete against the opposing team at the Vivint Center) against the
expected cost (the danger of venturing out into the blizzard). Not that this is
really germane to the issue at hand (it’s more a nod to the nitpicky among you),
but the costs of parking and gasoline to power their vehicles, as well as prorated
auto insurance and depreciation of their vehicles and their opportunity costs
of the time spent traveling to and from the Vivint Center and watching the
game itself are not added to their expected costs because Homo economicus
correctly assumes that Patricia and Peter already accounted for those costs
when the tickets were purchased and accepted for free, respectively. Regardless,
Homo economicus would choose statement C. Those of you who chose statement
A suffer from the Sunk Cost Effect. You are mental accountants. There’s no
known explanation for those of you who chose statement B.

Gourville and Soman (1998) test a slight variation of this experiment:

One year ago, Mr. Adams paid $40 cash for a ticket to a basketball game to be played later this
week. Yesterday, Mr. Baker paid $40 cash for a ticket to the same game. Both men have equally
anticipated this game. On the day of the game, there is a snowstorm. Who is more likely to brave
the storm and attend the game, Mr. Adams who paid for his ticket long ago, or Mr. Baker who just
recently incurred the $40 expense?

A Mr. Baker is most likely to brave the snowstorm to see the game.
B Mr. Adams is most likely to brave the snowstorm to see the game.
C Both men are equally likely to brave the snowstorm to see the game.

Similar to the previous experiment with Patricia and Peter, we would expect Homo economicus to pick
statement C. When it comes to braving the same snowstorm, it shouldn’t matter who paid when. As
Gourville and Soman explain, the timing of Mr. Adam’s and Mr. Baker’s ticket purchases should have
no impact on their decision to attend the basketball game. Each should accept that the $40 already
spent is a sunk cost and base his decision to go to the game solely upon the perceived incremental
costs and benefits of going. Facing the same incremental costs and benefits, Mr. Adam’s and Mr.
Baker’s likelihood of attending the game should be equal.

But when it comes to Homo sapiens, all bets are off. Gourville and Soman hypothesize that, in
keeping with the prevailing wisdom, both Mr. Adams and Mr. Baker will be prone to the Sunk Cost
Effect on purchasing their respective tickets. However, Mr. Adams will have gradually adapted to his
“upstream ticket purchase” over the year, thus diminishing the Sunk Cost Effect on his decision of
whether to attend the game. The authors call this a Payment Depreciation Effect. To the contrary, Mr.
Baker—who has had little time before the game to adapt to the cost of his ticket—will perceive the
full Sunk Cost Effect of his purchase when deciding whether to attend. Consequently, Gourville and
Soman predict that Mr. Baker will therefore be more likely to attend the game.

The authors test their hypothesis in a series of field experiments with individuals at a shopping mall
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and laboratory experiments with students. They find support for the Payment Depreciation Effect in
a variety of contexts. For example, in a laboratory experiment with over 40 students at the University
of Colorado, Gourville and Soman presented the subjects with three tasks spread over three weeks.
The first two tasks entailed a short and a long survey, each involving a subject’s evaluation of popular
soft drinks. The short survey was designed to require minimal effort and was expected to take
approximately five minutes to complete. Thus, in completing the short survey the subject experienced
virtually no cost. In contrast, the long survey was designed to require considerable effort and was
expected to take approximately 30 minutes to complete. Therefore, completing the long survey
exacted a high cost on the subject.

These first two tasks were separated in time by three weeks with the order of the two surveys
randomized across subjects—approximately half of the subjects first completed the short survey, then
experienced the three-week delay, and then completed the long survey (“no-delay condition” in terms
of having incurred the high cost), while the remaining subjects first completed the long survey, then
experienced the three-week delay, and then completed the short survey (“delay condition” in terms of
having incurred the high cost). Upon completing the second survey, Gourville and Soman paid each
subject $7 and then presented the subject with a third and final task—an ostensibly unrelated exercise
in which the subject faced a real-money gamble.

The subjects were told they could bet up to $2, in increments of $0.25, on a single roll of a pair
of dice. They were told that if they rolled a seven or greater, they would double their bet, but if they
rolled a number less than seven, they would lose their bet. They were asked to indicate the amount
they were willing to gamble, after which they were asked to roll the dice. Based on the outcome of that
roll, the amount they had indicated was either added to or subtracted from their $7 payment they had
earlier received for completing the second survey. In keeping with their hypothesis about the Payment
Depreciation Effect, the authors expected the subjects in the delay condition to experience less of a
Sunk Cost Effect and, therefore, be more likely to gamble more of their $7 payment than subjects in
the no-delay condition.

The authors ultimately found that larger numbers of subjects experiencing the delay condition
wagered more of their compensation payment on the gamble than subjects experiencing the no-delay
condition. The majority of the subjects experiencing the delay condition wagered between $1 and $2,

while slightly more than half of the subjects experiencing the no-delay condition wagered between $0
and $1.

MENTAL ACCOUNTING (VERSION 4)

Consider the following experiments conducted by Prelec and Loewenstein (1998):

Experiment 1

Imagine that you are planning a one-week vacation to the Caribbean that will occur six months
from now. The vacation will cost a total of $1,200. Which of the following two options would you
choose for financing the vacation?

A Six monthly payments of $200 each during the six months before the vacation.
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B Six monthly payments of $200 each during the six months beginning after you return from the
vacation.

Experiment 2

Imagine that, six months from now, you are planning to purchase a clothes washer and dryer for
your new home. The two machines together will cost $1,200. Which of the following two options
would you choose for financing the two machines?

A Six monthly payments of $200 each during the six months before the machines arrive.
B Six monthly payments of $200 each during the six months beginning after the machines arrive.

When presented with Experiment 1, the authors found that 60% of the roughly 90 participants
(visitors to the Phipps Conservatory in Pittsburgh) opted for the earlier payments described in option
A despite Prelec and Loewenstein’s estimate of an implicit interest penalty equaling approximately
$50 per participant. However, in Experiment 2, 84% of the same subjects preferred to postpone
payments until the washer and dryer arrive (and thus begin paying each month for the next six months
after delivery). Thus, Prelec and Loewenstein found that Homo sapiens prefer to decouple payments
for durable goods such as washing machines (and thus prorate their payments as their benefits from
using the goods occur over time), but not necessarily for goods such as vacations, whose benefits do
not extend over time (fond memories of the experience notwithstanding).2 This suggests that Homo
sapiens fine-tune their mental accounts according to the type of good in question.

DISCOUNTING

Loewenstein and Prelec (1992) compared the outcomes of two experiments to understand how Homo
sapiens fine-tune their time discounting behavior. The two experiments are as follows:

Experiment 1

Suppose you bought a TV on a special installment plan. The plan calls for two payments; one this

. While Prelec and Loewenstein’s research focuses on how consumers make purchasing and payment decisions, Shefrin and
Thaler (1988) consider how consumers essentially decouple their sources of wealth to afford their purchases. Shefrin and
Thaler’s Behavioral Life-Cycle Hypothesis suggests that consumers either mentally or physically (or both) classify their
wealth into one of three accounts: current income, current wealth, and future wealth. Current income is a consumer’s
account that is meant to be spent in the shorter term (e.g., paycheck-to-paycheck). Current wealth is meant to accumulate
over time to enable the purchase of more expensive items than would normally be covered paycheck-to-paycheck. And
future wealth is money saved for future consumption (e.g., retirement savings).
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week and one in six months. Which of the following two options would you choose for financing
the TV?

A An initial payment of $160 and a later payment of $110.
B An initial payment of $115 and a latter payment of $160.

Experiment 2

Suppose you bought a TV on a special installment plan. The plan calls for two payments of $200;
one this week and one in six months. Happily, however, the company has announced a sale that
applies retroactively to your purchase. Which of the following two options would you choose for
financing the TV?

A A rebate of $40 on the initial payment and a rebate of $90 on the later payment.
B A rebate of $85 on the initial payment and a rebate of $40 on the later payment.

As the authors point out, since options A and options B are the same across Experiments 1 and
2 in terms of payment levels and delivery times, we would expect to see no systemic differences
in responses from Homo economicus participants across the two experiments. When it comes to
Homo sapiens, however, Loewenstein and Prelec find that a higher percentage of the 85 students
who participated in the two experiments opted for the lower discount (i.e., greater earlier payment)
represented by option A of Experiment 1—where the question is framed as a loss (ie, a
payment)—rather than as a gain (i.e., a rebate) as in option A of Experiment 2. Specifically, 54% of the
subjects participating in Experiment 1 stated a preference for option A over B. However, only 33% of
the subjects preferred option A over B in Experiment 2.

To explain these results, the authors argue that in Experiment 1 subjects discount future payments
less (i.e., future payments loom larger in a subject’s mind), which leads subjects to base their choice
upon the size of the total payment—option A’s total payment of $270 is less than option B’s total
payment of $275. In Experiment 2, however, the outcomes are framed as gains and are smaller in
magnitude, both of which contribute to relatively high discounting of the rebates received in the
future, leading to a preference for option B which offers a greater initial rebate. Hence, when it
comes to discounting the future, Homo sapiens’ choices are influenced by context, in this case, whether
options are framed as future payments due or future rebates to be received. As we well know, Homo
economicus is not swayed by this type of framing.3

OVERWEIGHTING IMPROBABLE EVENTS

Consider the following two experiments proposed by Kahneman (2011):

. See Loewenstein (1987) for additional experiments on issues pertaining to discounting.
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Experiment 1
Choose between lotteries A and B:

A 0.001% chance to win $50,000
B win $5,000 for certain

Experiment 2
Choose between lotteries A and B:

A 0.001% chance to lose $50,000
B lose $5,000 for certain

Ok, you know the drill. Let’s start with what Homo economicus would do here.
She would calculate the expected payoffs from the two lotteries in each
experiment and choose accordingly. Hence in Experiment 1, Lottery B would
certainly be chosen since ($5,000 x 1) = $5,000 > ($50,000 x 0.00001) = $0.5, and
in Experiment 2, Lottery A would be chosen since (-$50,000 x 0.00001) = -$0.5
> (-$5,000 x 1) = -$5,000. Kahneman reports that in an experiment with roughly
100 subjects, 72% chose Lottery A in Experiment 1 and 83% chose Lottery B in
Experiment 2—a marked deviation from what we expect of omniscient Homo
economicus.

The results from Experiment 1 highlight Homo sapiens’ proclivity to gamble, while the results
from Experiment 2 suggest why we tend to purchase insurance against possible loss. Kahneman and
Tversky (1979) go a step further in interpreting these results. They point out that the two experiments
demonstrate what they call Possibility and Certainty Effects. On the one hand, lotteries consisting
of extremely low probabilities of winning (e.g., 0% — 5%) are still enough to tempt individuals with
the possibility of winnings (the Possibility Effect, as demonstrated in Experiment 1). On the other
hand, lotteries consisting of extremely high probabilities of losing (e.g., 95% — 100%) are enough to
scare individuals into choosing alternatives with lower probabilities, even if those alternatives are
associated with high losses (the Certainty Effect, as demonstrated in Experiment 2). As part of their
Prospect Theory (discussed earlier in Chapter 4), Kahneman and Tversky point out that Homo sapiens
are prone to interpret these extremes as depicting discrete shifts in a lottery’s odds, and thus, the
lottery’s expected payoff is essentially ignored. In our minds, we Homo sapiens tend to overweight
small probabilities (i.e., improbable events) and underweight moderate and high probabilities (i.e.,
more likely events).

Based upon their accumulated laboratory experiences over the years, Tversky and Kahneman
(1992) eventually proposed decision weights, as shown in the table below (Kahneman, 2011). Recall
from Chapter 4 that these weights are derived from a decision-weight formula that effectively
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transforms a lottery’s objective probabilities of the different outcomes into their corresponding
subjective probabilities, or decision weights.

Probabilities 0 1 2 5 10 20 50 80 a0 95 98 99 | 100
Decision Weights | 0 | 55| 8.1 | 13.2 | 186 261|421 [ 601|712 | 793 | 87.1 | 91.2| 100

The row of Probabilities represents objective probabilities that could conceivably define a given
lottery. The row of Decision Weights represents subjective probabilities that Kahneman and Tversky
(1992) suggest we Homo sapiens tend to subconsciously substitute for the objective ones. Note that for
lower objective probabilities, the corresponding decision weights are larger (reflecting our penchant
for overweighting of improbable events), while for mid- to higher-probabilities, the weights are
smaller (reflecting our penchant for underweighting more likely events).

AMBIGUITY AND COMPETENCY EFFECTS

Consider the following experiments conducted by Heath and Tversky (1991):

Experiment 1
Choose between lotteries A and B:

A Ajar contains 50 red marbles and 50 green marbles. Blindly draw a marble and guess its
color. If your guess is correct, you win $100.

B Ajar contains 100 red and green marbles in unknown proportion. Blindly draw a marble and
guess its color. If your guess is correct, you win $100.

Experiment 2
Choose between lotteries A and B:

A A stock is selected at random from the New York Stock Exchange. You guess whether its
price will have gone up or down at close tomorrow. If your guess is correct, you win $100.

B A stock is selected at random from the New York Stock Exchange. You guess whether its
price went up or down at close yesterday. You cannot check any news sources. If your guess is
correct, you win $100.

Given that Homo economicus has no particular color preference, he will be indifferent between
Lotteries A and B in Experiment 1. This is because the added information provided in Lottery
A is superficial in terms of affecting the outcome associated with drawing a marble from the jar.
Thus, given any sample of Homo economicus, we would expect 50% to choose Lottery A and 50% to
choose Lottery B. In his run of this experiment, Ellsberg (1961) found a larger percentage of Homo
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sapiens chose Lottery A than Lottery B in what came to be known as the Ellsberg Paradox. Why?
Ellsberg postulates that, although superfluous, the added information provided in Lottery A gives the
impression of Lottery A seeming less ambiguous than Lottery B. Thus, Homo sapiens tend to submit to
what has also come to be known as an Ambiguity Effect.”

Similarly, in Experiment 2, Homo economicus recognizes that Lotteries A and B are effectively
identical. Given the prohibition in Lottery B on one’s ability to check the newspaper or check online,
the outcome common to each lottery—the change in a randomly chosen stock’s price—is unaffected
by whether the price change occurred yesterday or tomorrow. Thus, given any sample of Homo
economicus, we would again expect 50% to choose Lottery A and 50% to choose Lottery B. Lo and
behold, in their experiment with roughly 200 subjects, Heath and Tversky found that 67% chose
Lottery A. Why?

The authors postulate that Homo sapiens naturally prefer appearing competent or, alternatively
stated, prefer not to appear incompetent. By choosing a lottery where the outcome is still to be
determined in the future, we perceive ourselves as running less risk of appearing incompetent if the
worst outcome occurs (e.g., we guess that the stock price will rise when instead it falls) than if we
choose the worst outcome of a lottery where, technically speaking, the outcome has already occurred.
In other words, Homo sapiens tend to submit to what has come to be known as a Competency Effect.’

THE DECOY EFFECT

Consider the following experiments proposed by Ariely (2008):

. In a more recent laboratory experiment, Halevy (2007) presented subjects with four different boxes, each containing some
configuration of red and black balls. The subjects were tasked with imagining themselves choosing a box and then guessing
which color ball would be randomly chosen from the box. If she guessed the color correctly, the subject would win $2. Box
1 contained five red balls and five black balls. Box 2 contained 10 balls total, but it was unknown how many were red and
black. For Box 3 a number between zero and 10 would first be randomly chosen to determine the number of red balls (the
remainder would be black balls). And for Box 4 a fair coin would be tossed to determine whether all the balls in the box
would be black or all red. Subjects were given the chance to sell bets on each respective box by announcing the amounts
they were willing to accept (WTA) to forego the bets. Since (1) $2 was the most a subject could win if they were to actually
choose a box and then correctly guess the color of a ball chosen from the box, (2) the subject received $0 if she guessed
incorrectly, and (3) there was effectively a 50% chance of guessing the color correctly regardless of the box chosen, a risk-
neutral Homo economicus subject would accept $1 for each of the boxes. If Halevy’s subjects succumbed to the Ellsberg
Paradox, then their WTA would be higher for Box 3 or 4 than for Box 2 given the greater amount of ambiguity associated
with the former two boxes. The author found the opposite—all but one subject stated a higher WTA for Box 2 than either
Box 3 or 4.

. Competency and Ambiguity effects play out in another interesting context. Thaler et al. (1997) conducted an experiment
where subjects were instructed to choose what percentage of their funds to invest in a relatively risky asset (larger expected
return but with more risk) versus a relatively safe asset (lower expected return but with less risk). The experiment consisted
of two treatments. The first treatment required subjects to make their respective decisions every period about their
portfolio allocation; the second treatment allowed subjects to make portfolio-allocation decisions only once per eight
periods. Subjects in the first treatment placed more than 50% of their portfolio in the safe asset over the course of the
experiment. In contrast, subjects in the second treatment placed only between 30% and 40% of their portfolios in the safe
asset. Thus, by simply increasing the frequency with which subjects were required to evaluate the performance of their
portfolios, the researchers found that subjects became more sensitive to risk. Could this be evidence of a Competency
Effect, or is it more an instance of “ignorance is bliss”? Either way, Thaler et al. (1997) identify this quirky behavior as
evidence of narrowly bracketed investment decision-making.
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Experiment 1

Suppose The Economist magazine runs the following advertisement announcing a new deal on
annual subscription rates. New subscribers have three options.

1. Internet-only subscription for $59. Includes online access to all articles published in The
Economist since 2010.
2. Print-only subscription for $125. Includes print copies of The Economist mail-delivered for the
current year.
3. Print-and-internet subscription for $125. Includes online access to all articles published in The
Economist since 2010 and print copies of The Economist mail-delivered for the current year.

You have decided that you would like to begin reading The Economist, and thus must choose one
of the three options. Which option would you choose?

Experiment 2

Suppose The Economist magazine runs the following advertisement announcing a new deal on
annual subscription rates. New subscribers have two options.

1. Internet-only subscription for $59. Includes online access to all articles published in The
Economist since 2010.
2. Print-and-internet subscription for $125. Includes online access to all articles published in The
Economist since 2010 and print copies of The Economist mail-delivered for the current year.

You have decided that you would like to begin reading The Economist, and thus must choose one
of the two options. Which option would you choose?

Clearly, all Homo economicus participating in these two experiments who wish to have print versions
of The Economist will choose the print-and-internet subscription for $125. It doesn’t matter that the
print-only option is missing in Experiment 2. Homo economicus who wish to have print copies of the
magazine would never choose that option as long as the print-and-internet option is available. They
get more for their money with the print-and-internet option and would therefore never pass it up.

This is what Ariely found for Experiment 1 when 100 of his students at MIT’s Sloan School of
Management were presented with the three options. Sixteen students chose the internet-only option
and 84 chose the print-and-internet option. No students chose the print-only option. However, when
a different group of 100 students participated in Experiment 2, 68 chose the internet-only option and
only 32 chose the print-and-internet option. What happened?

As Ariely describes it, this result is the economic equivalent of the theory of relativity; relativity
that exposes predictably irrational choice behavior among Homo sapiens. In this particular case, the
mere presence of the print-only subscription in Experiment 1 served as a “decoy” that sent 84 of the
students to the print-and-internet option. The absence of the decoy in Experiment 2 led the students
in that experiment to choose differently. Only 32 students chose the print-and-internet subscription.
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This Decoy Effect is a special case of economic relativity. And as Ariely points out, these types
of effects mirror the way Homo sapiens’ mind is wired—we are prone to consider things around us
in a relative sense. This holds true not only for physical things, such as toasters, bicycles, puppies,
restaurant entrées, and spouses but also for experiences such as vacations, educational options,
emotions, attitudes, and points of view. Homo economicus, on the other hand, thinks and acts in a world
of absolutism.

THE ZERO-PRICE EFFECT

Consider the following two experiments proposed by Shampanier et al. (2007):

Experiment 1

Suppose you are given $1 to participate in this experiment. You are presented with the choice of
purchasing a Lindt truffle for 75 cents or a Hershey’s Kiss for 25 cents. You can choose one or the
other, or neither. What will you choose to do?

Experiment 2

Suppose you are given $1 to participate in this experiment. You are presented with the choice of
purchasing a Lindt truffle for 50 cents or getting a Hershey’s Kiss for free. You can choose one or
the other, or neither. What will you choose to do?

Despite having no prior information about the preferences of any given Homo economicus for Lindt
truffles vs. Hershey’s kisses, we should nevertheless expect that if 50, 25, and 25 individuals out
of a sample of 100 Homo economicus, respectively, were to select the Lindt truffle, Hershey’s kiss,
and neither in Experiment 1, then roughly the same respective numbers will be selected by Homo
economicus in Experiment 2. Why? Because the difference in prices between the Lindt truffle and
Hershey’s kiss is the same in each experiment (50 cents). Rationally speaking, Homo economicus
interprets the two experiments as offering the same choice.

To see this, suppose Homo economicus Harry estimates the amount of utility he expects to get from
the truffle and the kiss (suppose it’s 150 utils and 50 utils, respectively) and then subtracts the disutility
he gets from paying for each. Without loss of generality, suppose each cent paid is a dis-util. In
Experiment 1, this means that Harry would receive a net utility (or, net benefit) of 150 - 75 = 75 utils
by choosing the truffle, and 50 — 25 = 25 utils by choosing the Hershey’s kiss. Harry therefore gains
75 — 25 = 50 utils by choosing the truffle. In Experiment 2, the net benefit from choosing the truffle
is 150 — 50 = 100 utils and the net benefit from choosing the kiss is 50 — 0 = 50 utils. Again, Harry
gains 100 — 50 = 50 utils by choosing the truffle. As far as Harry is concerned, the choices in each
experiment are identical.

Not so Homo sapiens. Shampanier et al. ran similar experiments with roughly 400 students at the
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MIT campus and obtained some surprising results. Shampanier et als prices in Experiment 1 were 15
cents for the truffle and 1 cent for the kiss, and in Experiment 2, the prices were 14 cents for the truffle
and O for the kiss (thus, the choices in each experiment are again identical). To test just how strong the
pull of a free Hershey’s kiss might be, the authors had a subgroup of the 400 students instead choose
between a 10-cent truffle and a free Hershey’s kiss in Experiment 2.

Shampanier et al. found that 36% of the students chose the Lindt truffle, 14% the Hershey’s kiss, and
50% chose neither in Experiment 1. However, in Experiment 2, only 19% of the students chose the
truffle and 42% chose the free kiss. The percentage of students choosing the free kiss was roughly the
same (40%) in the version of Experiment 2 where the price of the truffle dropped to 10 cents rather
than 14 cents. This “pull” of the free Hershey’s kiss is what Shampanier et al. call the Zero-Price Effect.
Apparently, the difference between 15 cents, on the one hand, and 14 or 10 cents on the other is small.
But the difference between 1 cent and zero is huge. What gives?

Ariely (2008) puts it this way:

“Most transactions have an upside and a downside, but when something is FREE! we forget
the downside. FREE! gives us such an emotional charge that we perceive what is being offered as
immensely more valuable than it really is. Why? ... it's because humans are intrinsically afraid of loss.
The real allure of FREE! is tied to this fear. There’s no visible possibility of loss when we choose a
FREE! item (it’s free). But suppose we choose the item that’s not free. Uh-oh, now there’s a risk of
having made a poor decision—the possibility of a loss. And so, given the choice, we go for what is free”
(p. 60).

Hmmm. Sounds like a case of loss aversion.’

VIVIDNESS OF PROBABILITY

Consider the following experiments conducted by Kahneman (2011):

Experiment 1

Suppose you are a psychiatrist at a psychiatric hospital. You are in charge of evaluating whether
it is safe to discharge Mr. Thomas from the hospital. Mr. Thomas has a history of violence. You
have received the following assessment from a criminal expert concerning the risk associated with
releasing Mr. Thomas from the hospital:

“Patients similar to Mr. Thomas are estimated to have a 10% probability of committing an act of
violence against others during the first several months after discharge.”

Will you deny Mr. Thomas’ discharge?

6. But that’s not all, folks! Ariely et al. (2018) report on experiments where the Zero-Price Effect works in the opposite
direction. Lowering the price to zero (in this case of Starburst Fruit Chews) actually leads to a net decrease in the total
amount demanded in the market. This occurs when the limit on the total supply of the good in question is either known
with certainty or perceived by the consumer, in either case, the good effectively becomes a shared resource. The authors
conclude that participants in these experiments applied a simple social-norm rule to their choice behavior. Once the candy
was priced at zero, they chose to sacrifice their own desires for the benefit of others. As Ariely (2008) points out, these
results suggest why, when we are dining out with friends, taking the last slice of pizza feels so wrong.
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Experiment 2

Suppose you are a psychiatrist at a psychiatric hospital. You are in charge of evaluating whether
it is safe to discharge Mr. Thomas from the hospital. Mr. Thomas has a history of violence. You
have received the following assessment from a criminal expert concerning the risk associated with
releasing Mr. Thomas from the hospital:

“Of every 100 patients similar to Mr. Thomas, 10 are estimated to commit an act of violence
against others during the first several months after discharge.”

Will you deny Mr. Thomas’ discharge?

Since the statistics provided in both experiments (blue font) are identical, we
would expect the same sample percentages of Homo economicus across
Experiments 1 and 2 to answer “yes” and “no”—50% and 50%, respectively. Such
is not the case with samples of Homo sapiens (surprise, surprise). Kahneman
reports that in his experiments, only 21% answered “yes” in Experiment 1, while
41% answered “yes” in Experiment 2. Kahneman speculates that fewer subjects
answered “yes” in Experiment 1 because of the vividness of the probability
provided in Experiment 1, as opposed to the relatively undramatic (for lack of
a better word) number provided in Experiment 2. For whatever reason, 10%
conjures more of an impact in our minds than 10 out of 100. Who knew?

ENVY AND GUILT (OR INEQUALITY AVERSION, OR FAIRNESS)***

Since we have been exploring effects driven by human emotion (e.g., perceived ambiguity and
competency) this is as good a place as any to investigate what behavioral economists have to say about
the emotions envy and guilt. There is no experiment here, just some economic conceptualizing. In
Chapter 5, we will explore how these emotions manifest themselves as fairness in behavioral games.
Here, we take a little detour and investigate what envy and guilt actually look like in the context of a
standard neoclassical framework.”
Recall from Chapter 2 that the typical Homo economicus utility function looks something like,
u (i) = /T4,
where x; represents individual 7’s wealth level (yes, in Chapter 2 w; was used to represent 7’s wealth
level —we make the notational change here to be consistent with the ensuing discussion).
To represent the potential effects of envy and guilt on Homo sapiens utility function, Fehr and
Schmidt (1999) propose an alternative specification,
u(xi, x;) =z — o max{x; —x;,0} — B; max {z; — x;,0},
where zj represents another individual j’s wealth level, ¢ # j,0 < «; < 0.5 represents individual

. Talmost said, “...in the context of the rational-choice world of Homo economicus.” However, I chose not to for the simple,
albeit technical, reason that Homo economicus is, by definition, devoid of human emotions such as envy and guilt. The
model that we present here assumes our Homo economicus has complete information. See Cartwright (2018) for a model
with incomplete information.
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i’s marginal disutility from envy, and 0 < 3, < 1 represents individual 7’s marginal disutility from
guilt.8

Let’s unpack Fehr and Schmidt’s utility function. To begin, consider the term
—a; max {x; — x;,0}. This says that to the extent that individual j’s wealth exceeds individual 7’s,
individual 4’s utility decreases by a constant factor of «;. If instead individual ¢’s wealth exceeds j’s,
then there is no negative effect on ¢’s utility because then zero is larger than a negative number. Can
you guess what human emotion this term is accounting for? Yep, it’s envy.

Now consider the term —/3; max {z; — x;,0}. You will note that the order of subtraction in
this term is reversed from the previous term’s. Now, to the extent that individual ¢’s wealth exceeds
individual j’s, individual #’s utility decreases by a constant factor of 3. If instead individual i’s wealth
exceeds 7’s, then there is no negative effect on 4’s utility because then, again, zero is larger than a
negative number. This term accounts for the human emotion of guilt.

As you know, we economists like to draw graphs (how does that saying go, a graph is worth a
thousand words?). So, let’s consider what Fehr and Schmidt’s (1999) utility function looks like in the
form of an indifference curve (recall our introduction to this curve in Chapter 3).

In the case of Homo sapiens (who tend to experience the emotions of envy and guilt), the indifference
curve for individual 7 looks different—in some important respects, much different. Most significantly,
to account for envy and guilt, individual ¢’s indifference curve must now incorporate the level of some
other individual j’s wealth, as per Fehr and Schmidt’s utility function.

For those of you with a stronger background in economics, you will note that the formula defining
an individual’s indifference curve solves as,

T; = 1—ﬂﬁi — 1?—%1% if x; > x;, and
T, = 1—3041- + %ZC‘] lfl'Z < Zj
which results in an indifference curve for individual 7 looking like that depicted in Figure 6.1.
Figure 6.1. Indifference Curve for Envious and/or Guilt-Ridden Homo sapiens

Xi

Xj

Note that this indifference curve now depicts the interpersonal tradeoff between the two
individuals’ wealth levels, ; and x;, rather than the intrapersonal tradeoff between the two physical

8. We explain why the upper bound on (¥; is 0.5 rather 1 a bit further below.
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quantities, ;1 and x;9, exhibited by individual 7 alone. Recall that when wealth levels are such that
x; > xj, individual ¢ is prone to feelings of guilt and is thus confined to the region above the 45°
hashed line in the graph. From our formula for the indifference curve above, we see that the slope of
the indifference curve’s line segment in this region of the graph is equal to —3; /(1 — (3;) < 0. The
value of this fraction in turn measures the (constant) rate at which individual 7 is willing to sacrifice,
or transfer, some of her wealth to individual J to assuage her guilt at having more wealth (note that
any point above the 45° line indicates that individual 7’s wealth exceeds individual 7’s). The larger is
B;, the more steeply sloped is the line segment, implying that individual ¢ feels a greater sense of guilt
from her wealth differential with individual 7, and thus, is willing to transfer even more of her wealth
to 7 per unit of J’s wealth.

You might be wondering what the terminology “per unit of j’s wealth” means in this instance.
Given that a dollar of wealth to individual 7 is equal to a dollar of wealth to individual 7, doesn’t
this mean that [§; must equal 0.5, implying that —/3; /(1 — 3;) = —1 (i.e,, wealth transfers occur
on a one-to-one basis in dollars)? In the present context, the answer is “no.” In cases where
B; > 0.5 = —p;/(1 — 5;) < —1, individual 7 feels so guilty that she would willingly transfer
more than $1 of her wealth for each $1 of wealth individual j receives. Talk about feeling guilt-ridden!

In contrast, when wealth levels are such that ; > x;, and therefore, individual 7 is prone to feelings
of envy, individual 7 is confined to the region below the 45° hashed line in Figure 6.1. Again, appealing
to our formula for the indifference curve above, we see that the slope of the indifference curve’s line
segment in this region of the graph is equal to o; /(1 — ;) > 0. The value of this fraction in turn
measures the (constant) rate at which individual 7 believes his own wealth should be compensated as
individual j’s wealth increases. Note that larger values of «; indicate larger feelings of envy. However,
the upper bound on «; is equal to 0.5 (rather than 1, as for 3;) because, as can be seen in the graph, if
a; > 0.5, then the indifference curve’s associated line segment will automatically cross into the guilt
region (where x; > x;) and thus, be inconsistent with feelings of envy. In other words, individual 7’s
wealth cannot be such that she simultaneously feels envy and guilt about individual j’s wealth level.

FAIRNESS IN THE CONTEXT OF FRAMING

Consider the following two experiments conducted by Kahneman (2011):

Experiment 1

A company is making a small profit. It is located in your hometown, which is currently
experiencing a recession with substantial unemployment but no price inflation. The company
decides to decrease wages and salaries by 7% this year.

On a scale from 1 to 5, with 1 being “very fair” and 5 being “very unfair”, how do you rate this
action by the company?
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Experiment 2

A company is making a small profit. It is located in your hometown, which is currently
experiencing a recession with substantial unemployment and price inflation of 12%. The company
decides to increase wages and salaries by only 5% this year.

On a scale from 1 to 5, with 1 being “very fair” and 5 being “very unfair,” how do you rate this
action by the company?

Confronted with these two experiments, Homo economicus is not fooled by what’s known as “money
illusion.” She knows the difference between nominal and real changes and the importance of making
decisions based upon the latter. As a result, Homo economicus recognizes that both experiments ask
her to rate the fairness of a company’s decision in the face of a recession that is effectively costing
the company’s employees (i.e., those employees who have been able to retain their jobs with the
company during the recession) 7% of their incomes in real terms. In Experiment 1, this 7% loss in
real income results from the company’s decision to reduce wages and salaries by 7% in the face of no
price inflation. In Experiment 2 the loss occurs as a result of the company raising wages and salaries
by 5% in the face of 12% price inflation. Thus, in separate samples of Homo economicus, we would
expect roughly equal percentages of subjects to choose numbers 1 — 5 across the two samples, and for
the distribution of percentages to be roughly uniform across the numbers (e.g., 20% choosing 1, 20%
choosing 2, etc.).

You probably won't be too surprised to learn that when Kahneman ran this experiment with
his students, 62% chose 4 or 5 in Experiment 1 while only 22% chose 4 or 5 in Experiment 2.
Clearly, context matters here for Homo sapiens. In this case, the context broaches the principle of “dual
entitlement” in the mind of Homo sapiens, a principle where both the employer and employees are
entitled to levels of benefit provided by some “reference transaction.”

The context in Experiment 2 is framed as being less unfair than the context in Experiment 1
simply because the company in Experiment 2 appears to be doing something more to protect its
employees’ wages and salaries in the face of inflation than the company in Experiment 1. After all,
the company in Experiment 2 is increasing wages and salaries, not lowering them. Unfortunately, the
larger percentage of students rating the company in Experiment 1 as being more unfair have been
framed. They suffer from money illusion.

Kahneman et al. (1986a; 1986b) ran additional experiments to measure Homo sapiens’ penchant for
fairness in other contexts. For example, the authors posed the following experiment to approximately
200 adult residents in the Vancouver metropolitan area of British Columbia, Canada:

A football team normally sells some tickets on the day of their games. Recently, interest in the
next game has increased significantly, and tickets are in great demand. The team owners can
distribute the tickets in one of three ways.
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Auction: The tickets are sold to the highest bidders.
Lottery: The tickets are sold to the people whose names are drawn.
Queue: The tickets are sold on a first-come-first-served basis.

Rank these three options from most to least fair.

Being a devoted practitioner of hard, cold economic efficiency, Homo economicus would rank the
auction first, as this would allocate the tickets to the fans willing to pay the most for them, and
queueing last, as this is the most economically wasteful way to allocate resources. To Homo economicus,
economic efficiency and fairness are one and the same. Unsurprisingly, Kahneman et al’s participants
completely reversed Homo economicus’ ranking. The great majority of the sample ranked queueing as
fairest and the auction as the least fair.

In a second set of experiments, the authors contacted adult residents living in the Vancouver and
Toronto metropolitan areas and posed the following two experiments to two separate samples of
participants:

Experiment 1

A landlord rents out a single small house to a tenant who is living on a fixed income. A higher
rent would mean the tenant would have to move. Other small rental houses are available on the
market. The landlord’s costs have increased substantially over the past year, and the landlord raises
the rent to cover the cost increases when the tenant’s lease is due for renewal.

Rate the landlord’s decision to raise the tenant’s rent as either:

1. Completely fair
2. Acceptable
3. Somewhat unfair
4. Very unfair

Experiment 2

A small photocopying shop has one employee who has worked in the shop for six months and
earns $17 per hour. Business continues to be satisfactory, but a factory in the area has closed and
unemployment has increased. Other small shops have now hired reliable workers at $14 per hour
to perform jobs similar to those done by the photocopy-shop employee. The owner of the shop
reduces the employee’s wage to $14 per hour.

Rate the shop owner’s decision to lower his employee’s wage as either:
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1. Completely fair
2. Acceptable
3. Somewhat unfair
4. Very unfair

While we would expect Homo economicus to rate the decisions by both the landlord in Experiment 1
and the shop owner in Experiment 2 as “completely fair,” what about Homo sapiens? Given what we
(think we) know about their penchant for fairness, we might expect Homo sapiens to rate both the
landlord and shop owner as “very unfair” or at least “somewhat unfair.” Surprisingly, Homo sapiens are
not that predictable.

While the great majority of participants rate the shop owner as “somewhat unfair” or “very unfair,”
they view the landlord as being “completely fair” or “acceptable.” What’s going on here? Kahneman
et al. propound two rules governing the fairness judgments made by participants in the respective
experiments. In Experiment 1, it is acceptable for the landlord to maintain her profit level at its
reference level by raising rent as necessary, even when doing so causes considerable loss or
inconvenience for the tenant. To the contrary, in Experiment 2 it is unfair for the shop owner to
exploit an increase in his market power to alter his profit from its reference level at the direct expense
of an employee.

As these experiments demonstrate, Homo sapiens consider fairness to be context-specific.

REGRET AND BLAME

Consider the following experiments proposed by Kahneman (2011):

Experiment 1

Winona very rarely picks up hitchhikers. Yesterday she gave a man a ride and was robbed. Alfred
frequently picks up hitchhikers. Yesterday he gave a man a ride and was robbed.

Which of the two—Winona or Alfred—will experience greater regret over the episode?

Experiment 2

Winona almost never picks up hitchhikers. Yesterday she gave a man a ride and was robbed.
Alfred frequently picks up hitchhikers. Yesterday he gave a man a ride and was robbed.

Which of the two—Winona or Alfred—will be criticized by others more severely over the
episode?
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Because Homo economicus ignores possible reference points (i.e., is reference independent) and
narrowly frames decisions like this, he is not influenced by Winona’s and Alfred’s past experiences
with hitchhikers. Thus, Homo economicus would have no reason to assign greater regret to Winona or
Alfred in Experiment 1, or more criticism (i.e., blame) to one or the other in Experiment 2. When it
comes to assigning greater regret and more blame, Homo economicus essentially flips two fair coins—if
“heads” then assign greater regret and more blame to Winona, “tails” assign them to Alfred. We would
consequently expect respective samples of Homo economicus to assign greater regret and more blame
50%-50% to Winona and Alfred.

Kahneman’s experiments with his students resulted in 88% assigning greater regret to Winona,
and 77% assigning more blame to Alfred. Therefore, appears that Homo sapiens are prone to using a
social norm as their reference point when deciding how to apportion regret and blame to people like
Winona and Alfred. In this case, the norm is “do not pick up hitchhikers.” The logic for how this norm
cum reference point could be driving Homo sapiens’ choices in these experiments goes something like
this:

Because Alfred has frequently (and presumably knowingly) flaunted this norm in the past, “he had it
coming to him,” and thus, “should have seen it coming.” Alfred is, therefore, not entitled to feel as much
regret as does Winona, who, by contrast, has rarely if ever flaunted the norm. Winona was less likely to see
the robbery coming and likely feels greater regret at having transgressed a norm that she has traditionally
followed. Because Alfred has traditionally transgressed the norm and had the robbery coming to him, he
effectively deserves to be more severely criticized.

Hopefully, you see that, as compelling as this logic seems, it is misguided. With respect to regret, the
question pertains to what we think Winona and Alfred will feel about themselves after having been
robbed (think Regret Theory from Chapter 4), not what we think they are entitled to feel. Similarly,
regarding the apportionment of blame, we know nothing about the people who will be judging the
two victims, in particular, how they tend to judge others’ behaviors. In the end, then, this is a case
where narrowly framing the situations and avoiding the use of reference points would actually help
Homo sapiens reach more judicious judgments.

ASYMMETRIC REGRET

Consider the following thought experiment conducted by Kahneman (2011):

Cheryl owns shares in Company A on the New York Stock Exchange. During the past year, she
considered switching to owning Company B’s stock, but she decided against it. She now learns that
she would have been better off by $25,000 if she had switched to Company B’s stock when she had
considered doing so.

Wilbur used to own shares in Company B on the New York Stock Exchange. During the past
year, he switched to stock in Company A. He now learns that he would have been better off by
$25,000 if he had kept his stock in Company B.

Who feels greater regret?

Similar to how she interpreted the human emotion of regret in the previous experiment, Homo
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economicus will again ignore potential reference points and narrowly frame her judgment (i.e., she
will not abide by the strictures of Regret Theory). In the final analysis, Cheryl and Wilbur both
lost $25,000 by choosing to hold stock in Company A. It doesn’t matter that Cheryl held onto the
stock rather than switching to stock in Company B, or that Wilbur switched from owning stock in
Company B to owning stock in Company A. They both lost $25,000, and should therefore both feel
the same amount of regret.

Not so with Homo sapiens. Kahneman reports that 92% of his subjects assigned a greater sense of
regret to Wilbur than to Cheryl. The reference point here pertains to whether an investor decides to
switch ownership in a stock or not. The logic goes something like this:

When the value of their stock in a given company falls, investors who exhibit inertia and choose not to
sell their ownership in that stock beforehand later experience less regret than investors who instead choose
to purchase ownership in that stock beforehand. In this case, the proverb “fools rush in where angels fear
to tread” implies that when what the fools rushed into costs them money, they should feel more regret than
the angels who lost the same amount of money by instead exhibiting more patience.

Yeah, right. Their propensity for broad framing and reference-dependent decision-making has
apparently again led Homo sapiens astray (“apparently” being an important word here). Perhaps
Kahneman’s subjects should have instead flipped fair coins and tried not to reason their ways to
answers. Or not. Could there be a more compelling logic for Kahneman'’s results?

One could argue that, to the extent Kahneman’s subjects believed Cheryl and Wilbur are prone
to what we previously learned in Chapter 4 is called the Endowment Effect, then the subjects were
justified in concluding that Wilbur suffers more regret than Winona. An Endowment Effect occurs
when the intrinsic value associated with owning something (e.g., a given commodity) is large enough
to induce the owner to unwittingly overprice the commodity in a market setting.9 Therefore, if Wilbur
is susceptible to the Endowment Effect—specifically a retroactive Endowment Effect associated with
the shares he once owned in Company B—then it is very likely he is suffering more regret than
Winona by having forfeited that endowment. Because she never actually owned stock in Company B,
Winona is perforce precluded from the opportunity to suffer an Endowment Effect.

It is important to note that this is not a case of “two wrongs making a right” While it may be
“wrong” for Wilbur to exhibit an Endowment Effect, it is not wrong for Kahneman’s subjects to
assume that he does. Indeed, one could argue that to the extent Kahneman’s subjects made this
assumption, they made the correct choice—correct not just because they honored the assumption but
also because (as will be discussed in Section 3) Homo sapiens really are prone to this effect.

THE GENDER GAP

Differences in the choice behaviors between men and women have been the subject of an immense
body of research especially with respect to altruistic tendencies (c.f., Branas-Garza et al., 2018; Eckel
and Grossman, 2001; Solnick, 2001) and empathy and forgiveness (Toussaint and Webb, 2005). While
the existence of a gender gap is a non-issue for Homo economicus—which, after all, can be thought of as
a genderless species—gender is generally believed to be a prolific distinguishing feature of the Homo
sapiens experience.

In an innovative laboratory experiment, Niederle and Vesterlund (2007) measure a gender gap

. The Endowment Effect is a special case of the Anchoring Effect we encountered earlier (remember the question asking you
to guess Gandhi’s age when he died?). As pointed out in this book’s preamble, the Anchoring Effect is itself a special case of
a Framing Effect. So much nomenclature, so little time!
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in how men and women respond to competition. Participants solve two sets of math problems,
first under a noncompetitive piece-rate scheme and then under a competitive tournament scheme.
Participants are then asked to select which of these two compensation schemes they want to have
applied to their next set of math problems (i.e., whether they would avoid competition by choosing
the piece-rate scheme or compete with other group members in a tournament). This combination of
math-problem performance and choice of compensation scheme enabled the authors to determine if
men and women of equal performance choose the same compensation scheme.

Each math problem involved adding up five two-digit numbers without the aid of a calculator, but
with scratch paper if desired. The numbers were randomly drawn and each problem was presented in
the following manner, where the participants are instructed to fill in the sum in the row’s blank box:

Add the numbers in the first five boxes as quickly as you can, and write your answer in the sixth
blank box.

21 35 48 29 83

Once a participant submits an answer on the computer, a new problem appears jointly with
information on whether the former answer was correct. This process continues for five minutes.
A record of the participant’s number of correct and wrong answers remains on the screen as s/he
progresses through the five-minute set of problems. Their final scores are determined by the number
of correctly solved problems in the five-minute timespan. Niederle and Vesterlund (2007) chose this
approach because it requires both skill and effort and because there was no prior evidence in the
extant literature of gender differences in ability on easy math tests. The authors were, therefore,
able to rule out performance differences as an explanation for gender differences in the choice of
competition level (i.e., choice between the noncompetitive piece-rate and competitive tournament
schemes).

Participants were randomly divided into groups of four, each group seated in a row. Participants
were informed that they were grouped with the other people in their row. Each group consisted of
two women and two men. Although gender was not discussed at any time, participants could see who
the other people in their group were and were thus aware of their group’s gender mix. A total of
twenty groups participated in the experiment (40 men and 40 women total). Each participant received
a $5 “show-up fee” and an additional $7 for successfully completing the experiment.

Participants were instructed to complete four separate sets of math problems (i.e., four separate
tasks) and were told that one of these tasks would be randomly chosen for payment after the
experiment. While each participant could track their own performance on any given task as the math
problems were completed, they were not informed of their relative performance to everyone else
in their group until the end of the experiment (i.e., upon conclusion of the fourth task). Under the
piece-rate scheme, participants earned $0.50 per correct answer. Under the tournament scheme, the
participant who correctly solved the largest number of problems in the group received $2 per correct
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answer while the other participants received no payment. In case of ties, the winners were chosen
randomly from among the high scorers.

Task 1 was presented to each participant under the piece-rate scheme, and Task 2 was presented
under the tournament scheme. These initial tasks were meant to serve as baseline measures of each
participant’s performance under the two schemes. Under Task 3, participants selected whether they
wanted to be paid according to the piece-rate or the tournament scheme before engaging in the
task. A participant choosing the tournament received $2 per correct answer if her score in Task 3
exceeded that of the other group members in Task 2’s tournament they had previously completed.
Otherwise, he received no payment. Again, in case of ties, the winners were chosen randomly. Thus,
participants choosing to play in a tournament in Task 3 are competing against other participants who
had already participated in the two previous tasks, which enabled Niederle and Vesterlund to rule
out the possibility that women might shy away from competition because by winning the tournament
they would impose a negative externality on the other group members.

Lastly, under Task 4, the participants were not presented with a new set of math problems. Rather,
if this task was randomly selected for payment at the end of the experiment, a participant’s
compensation would depend upon the number of correct answers s/he provided under Task 1’s
scheme. In Task 4, a participant could choose which compensation scheme s/he wanted applied to his
or her past performance in Task 1, piece rate or tournament. A participant would therefore effectively
win a Task 4 tournament if his or her Task 1 performance had been the highest among the other
participants in the group for that task. Before making their choices in Task 4, participants were
reminded of their respective Task 1 performances. Thus, Task 4 allowed Niederle and Vesterlund
to see whether gender differences in the choice of compensation scheme appeared even when no
future and past tournament performance was involved. The authors could determine whether general
factors such as overconfidence, risk, and feedback aversion caused a gender gap in the choice between
the noncompetitive piece-rate and competitive tournament schemes. At the end of the experiment,
before learning about their performance relative to the group’s other participants, each participant
was asked to guess her ranking (in terms of the number of correctly solved problems) in Tasks 1 and 2,
respectively. Each participant picked a rank between 1 and 4 and was paid $1 for each correct guess.

As expected, the authors found no statistically significant gender gap in performance under either
the piece-rate or tournament schemes, with both sexes performing significantly better in a
tournament. As a result, Niederle and Vesterlund conclude that there is no gender difference in the
probability of winning the Task 2 tournament. More importantly for this particular experiment,
the absence of a gender gap in the performance of Tasks 1 and 2 raises the expectation that a
subsequent gender gap in Task 3 should likewise not be observed. However, this expectation was not
fulfilled—35% of women and 73% of men selected the tournament, a statistically significant result.
Moreover, as the figure below demonstrates, at each Task 2 performance level, men are more likely
to enter the tournament in Task 3 (the figure’s vertical axis measures the percentage of the group
entering the tournament). Even women who score in the highest (“best”) performance quartile chose
to enter the tournament at a lower percentage than men in the lowest (“worst”) performance quartile.
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(Niederle and Vesterlund 2007)

In other words, while women shy away from competition, men are drawn to it.

Turning to Task 4, recall that although this choice is very similar to that of Task 3, Task 4’s choice
eliminates the prospect of having to subsequently participate in a competition. Thus, only in Task 3
could a gender gap in preference for competition have played a role in the choice of compensation
scheme. As the figure below shows, there is no statistically significant gender gap in the choice of
compensation scheme in Task 4 based upon perceived ranking in Task 1. A higher percentage of
women than men who guessed their Task 1 ranking to be low (i.e., at level “3”) chose the tournament
scheme in Task 4, while the percentages were reversed for those participants who guessed their Task 1
rankings to be high (at levels “1” and “2”). But because the two lines in the figure remain close together,
these differences are not statistically significant (i.e., we should treat the groups’ respective choices as
being no different from one another).

4 3 2 1
4 =Worstrank | = Best rank

(Niederle and Vesterlund 2007)

This result from Task 4 cements the authors’ finding that women shy away from actual competition
slated to occur at a future point in time, not implicit competition based upon their interpretations of
how their past performance compares with others."

In a related study of the performances of men and women in professional judo fights for bronze medals (of all things!),
Cohen-Zada et al. (2017) find that men's performances are significantly affected by what the authors' call "psychological
momentum', while women's is not. Psychological momentum is defined as the tendency of an outcome (such as a win in an
initial judo match) to be followed by a similar outcome (a win in a subsequent match) that is not caused by any strategic
incentives of the players. The authors point out that this result is consistent with evidence in the biological literature that
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TESTING FOR THE EXISTENCE OF AN ENDOWMENT EFFECT

Here is an experiment you and your fellow students can use to test the extent to which you exhibit an
Endowment Effect—an experiment facilitated by your instructor, of course:''

Ten of you have been given a coffee cup with your university’s logo. You are henceforth known
as “sellers.” Ten of you have not been given this item. You are henceforth known as “Buyers.” Each
of the Sellers will now write on their piece of paper their “Seller’s Price,” the price at which they
would willingly sell their coffee cup to one of the Buyers. Each of the Buyers will now write on
their piece of paper their “Buyer’s Price,” the price at which they would willingly buy a coffee cup
from one of the Sellers. Sellers’ prices will be ranked from highest to lowest and then compared
with the highest-to-lowest ranking of Buyers’ prices to determine which trades will occur via
paired bids.

For example, suppose from a class with 10 students, we randomly select five to be sellers and five to
be buyers of the coffee cup. Each buyer and seller writes his or her price on a sheet of paper, and the
outcome is tallied.

Seller/ Sellers

CITIVET - Price

1 2.00 2.20
z 1.50 1.50
3 1.30 1.20
A 1.00 0.50
= 0.50 0.30

In this “market,” an equilibrium occurs where Buyer 1 pays Seller 1 $2.00 for Seller 1’s cup, Buyer
2 pays Seller 2 $1.50 for Seller 2’s cup, Buyer 3 pays Seller 4 $1.00 for Seller 4’s cup, and Buyer 4
pays Seller 5 $0.50 for Seller 5’s cup. Seller 3 does not end up selling and Buyer 5 does not end up
purchasing a coffee cup. To see this, first note that Buyer 1’s offer price (or willingness to pay (WTP))
exceeds Seller 1’s asking price (or willingness to accept (WTA)), which is the largest WTA value among
the group of sellers. Thus, Buyer 1 and Seller 1 are “matched,” and Seller 1 is paid his WTA. Next, since
Buyer 2’s WTP just matches Seller 2’s WTA (which is the next highest WTA value), Buyer 2 and Seller
2 are matched. The next highest WTP value is exhibited by Buyer 3, and since this value exceeds Seller

testosterone, which is known to enhance performance of both genders, typically increases following victory and decreases
following loss only among men.

11. The inspiration for this experiment is drawn from Kahneman et al. (1990).
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4’s WTA (not Seller 3’s), Buyer 3 is matched with Seller 4. Finally, Buyer 4’s WTP just matches Seller
5’s WTA, so Buyer 4 and Seller 5 are matched. In the end, no such matches can be found for Buyer 5
and Seller 3.

This is good information to have. But a question remains: is there evidence of an Endowment Effect
in this market?

The answer is (most likely) “no” since four out of five possible sales were ultimately consummated.
Although there is no hard-and-fast threshold for determining whether the effect has occurred, it
seems safe to say that wherever one might put the threshold, four-out-of-five (or 80% of possible sales
consummated) would lie above it. Or, to put it another way, in a market characterized by a relatively
strong Endowment Effect exhibited by its sellers, one would expect most sellers’ WTA values to
exceed buyers’ WTP values, resulting in few sales ultimately being made. Indeed, if pressed to nail
down a threshold, one can really do no better than to metaphorically flip a coin (i.e., to choose a 50%
threshold), which, in the case of our example market, means that only one or two consummated sales
would have indicated the existence of an Endowment Effect.

HOMO ECONOMICUS AND THE ENDOWMENT EFFECT**

In Chapter 3 we introduced the graphical concept of an indifference curve. We mentioned that
the stylized version of this curve—smooth, everywhere downward-sloping, and convex to the
origin—can be used to represent Homo economicus’ preferences over any two commodities. It turns
out that this framework, as demonstrated in Hanley et al. (2007), can be used to reach an interesting
conclusion about Homo economicus’ susceptibility to the Endowment Effect.

In Figure 6.2 below, two indifference curves are drawn for our individual whom we’ll name Ted,
each curve corresponding to a different level of utility, 4($ and @ $. Recall that the relative locations
of the two curves indicate that 1 > uq (i.e., the curve drawn for utility level 41 $ corresponds to a set
olfzbundles yielding a higher level of utility than the set of bundles denoted by the curve drawn for y$
).

Figure 6.2. Homo economicus and the Endowment Effect

12. Also recall that (1) because Homo economicus abides by the two rationality axioms introduced earlier (in particular,
transitivity), and (2) if we further assume that Homo economicus’ preferences are what’s known as monotone, then the two
indifference curves can never cross. The monotone property also ensures that an indifference curve never slopes upward.
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13.

For sake of example (but without loss of generality), Ted’s two indifference curves have been drawn
for two commodities denoted as z and (). Commodity x is a “private good” that Ted has to purchase
directly with his income. Commodity () is a “public good” that Ted receives from the government
without having to make a direct payment out of his income (e.g., more wilderness area for Ted to
explore near his home, cleaner air for Ted to breath, etc.). We assume that commodities  and () are
the only two commodities Ted consumes.~ Also identified in Figure 6.2 are points A — D, level z*
for commodity x, and levels () and ()1 for commodity (). Finally, for future reference we note that
because Ted can only spend his income on commodity x, he ends up spending all of his income on,
which means he’s stuck with consuming level 2* regardless of whether he consumes level () or () of
commodity Q. Therefore, the higher x* is located on the vertical axis, the larger is Ted’s income level,
all else equal.

Okay. We are now ready to show why Ted, our Homo economicus, exhibits an Endowment Effect.
We start by assuming that Ted initially consumes at point A (i.e., bundle (z*, ())) where he attains
utility level u. Now, let the level of the public good increase from () to Q1. Note that because Ted is
constrained to consume level z* of commodity x, we know that he now consumes at point B where
he attains the higher level of utility u4. It makes sense that Ted is happier at point B because he is now
consuming the same amount of commodity x at * that he was originally consuming at point A, and
he also gets to consume more of commodity () (lucky him).

It turns out that vertical distance AC in Figure 6.2 represents Ted’s WTP for this move from point
A to point B. How so? Distance AC represents the maximum amount of commodity x that we could
take away from Ted such that (1) his consumption of commodity () is maintained at level ()¢, and
(2) Ted is not left with fewer utils than his initial utility level, uq. Hence, vertical distance AC indeed
represents Ted’s WTP for the change in the level of good () represented by ()1 — ()¢ (measured in
terms of commodity ).

To identify his WTA, we instead start by assuming that Ted initially consumes at point B (i.e., bundle
(z*, Q1)) where he has attained utility level u;. Now, let the level of the public good decrease from
Q1 to Qg (i.e., some of the public good has been taken away from Ted—the wilderness area near his
home has shrunk, or air quality has worsened, etc.). Note that because Ted is again constrained to
consume level * of commodity x (because his income level has remained the same), we know that he
now chooses to consume at point A where he regresses to the lower level of utility u(. It makes sense
that Ted is less happy at point A because he is now consuming the same amount of commodity = at A
that he was originally consuming at B and is, unfortunately, consuming less of commodity () (woe to
him).

Adopting a similar logic, vertical distance AD in Figure 6.2 represents Ted’s WTA for this move
from point B to point A. In this case, distance AD represents the minimum amount of commodity x
we must give Ted such that this amount (1) holds his consumption of commodity () at level () and
(2) does not leave Ted with less than his initial utility level, @. Hence, vertical distance AD indeed
represents Ted's WTA for the change in the level of good () represented by ()1 — ()¢ (again, measured
in terms of commodity z).

Recall that WTP and WTA both measure Ted’s valuation of a given change in the amount of public
good (). However, the contexts within which the measurements occur are different. WTP presumes
Ted does not initially own rights to the change in the amount of the good—it is his maximum

The facts that we have constrained Ted to consume only two commodities and that he is essentially receiving commodity
() for free, are innocuous assumptions made for the sake of our simple example.
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willingness to pay to gain ownership of that changed amount. In contrast, WTA does presume that
Ted initially owns rights to the change in the amount of the good—it is his minimum willingness to
accept the loss of ownership of that changed amount. Thus, if Ted’s WTA exceeds his WTP for the
same amount of change in good ()), then he exhibits an Endowment Effect. This is because he would
then place a higher value on amount ()4 relative to ()g when he initially owns (); as opposed to when
he does not. In other words, Ted places a higher value on the change in the amount of () simply
because he is endowed with the right to own that changed amount. Clearly, distance AD exceeds
distance AC in Figure 6.2, implying Ted’s WTA is greater than his WTP for the given change in the
amount of good (). Thus, even a Homo economicus like Ted exhibits an Endowment Effect.”

CONCLUDING REMARKS

Recall that the goal of Section 2 is to explore exactly where the standard, rational-choice theory
ascribed to Homo economicus fails to adequately predict behavior we repeatedly see exhibited by Homo
sapiens in laboratory and field experiments. We have learned that, in several key respects, this behavior
systematically violates the theory. The violations appear in a myriad of forms; as violations of axioms
known as Dominance, Invariance, Independence, and Substitution, and the Sure-Thing Principle.
From these violations spring two questions—why and toward what ends? The question “why” pulls
us back into the realms of cognitive and psychological sciences, realms rich in reminders of what
makes Homo sapiens so exquisitely quirky and idiosyncratic and inherently fallible. And the question
“toward what ends” propels us forward into the realm of understanding where and how rational-
choice theory fails to adequately explain human choice behavior. In this realm, the new theories of
behavioral economics arise.

Following Kahneman (2011) and others, we call these quirks and idiosyncrasies, “miscalculations,
biases, fallacies, heuristics, and effects.” We recall specific terminology such as Affect and Availability
Heuristics, Priming and Framing Effects, Status Quo and Confirmation Biases, Conjunction Fallacy,
the Law of Small Numbers, conformity, mental accounting, and the overweighting of improbable
events, among others. These are the types of human foibles distinguishing Homo sapiens from Homo
economicus. They materialize as violations of rational choice theory. As we have learned, the violations
were identified in the foundational laboratory experiments conducted by Nobel Laureates Daniel
Kahneman and Richard Thaler, among many others, experiments that you and your classmates have
now participated in yourselves.

It is one thing to identify where a body of theory fails to adequately explain real-world phenomena.
It is another to revise that theory in an effort to advance not only the theory but also to gain a
deeper understanding of the human experience itself. Toward this end, we have learned about the
value function and how it can be used to depict such behaviors among Homo sapiens as reference
dependence, loss aversion, and the Endowment Effect. And we have learned about the complications
imposed on the rational-choice theory by human emotions such as envy, guilt, regret, and blame, as
well as Homo sapiens’ discomfiture with ambiguous circumstances and the need to feel and appear
competent.

Interestingly, to the extent that Ted’s indifference curves are linear (i.e,, are still downward-sloping, but with constant
slopes rather than the non-constant slopes depicted for the stylistic case in Figure 6.2), his WTP and WTA values (i.e.,
distances AC and AD in the figure) converge toward equality.
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STUDY QUESTIONS

Note: Questions marked with a “i” are adopted from Just (2013).

1. ¥ Which of the two utility functions represents transactional utility and why?
u(x) =5z — 2% — k(x) and u(z) = 5z + ﬁ — 22 — k (x), where x represents the
total amount of a good purchased, and k() represents the total cost incurred by the
consumer in purchasing the good.

2. Why might people be more likely to spend a small inheritance and invest a large one? Which
quirk of Homo sapiens introduced in this chapter does this likelihood represent?

3. THow does the use of a credit card confound the conclusion reached by Prelec and
Loewenstein (1998); namely that, as an example of mental accounting, Homo sapiens seem to
prefer decoupling payments for durable goods but not necessarily for non-durable
(perishable) goods?

4. Can you think of an example from your own life where you have practiced mental
accounting? Explain.

5. T Ellais a high school student who is given $3 each school day by her parents to be used as
“lunch money.” She works a part-time job after school, earning a small amount of “spending
cash.” In addition to her lunch money, Ella spends $5 from her spending cash each week on
lunch. Suppose her parents reduced Ella’s lunch money by $2 per day but that she
simultaneously receives a $10-per-week raise at her job, requiring no extra effort on her part.
What would the rational choice model suggest should happen to Ella’s spending on lunch?
Alternatively, what does the mental accounting framework predict?

6. Each year, hundreds of thousands of people receive coronary-artery bypass surgery. The
surgery saves their lives, but only for the long term if they adopt some important lifestyle
changes such as dietary changes, quitting smoking, more physical exercise, and managing
stress more effectively. Suppose Hayden the Hyperbolic Discounter, who has a hankering for
eating junk food, smokes cigarettes occasionally when stressed out, and avoids regular
exercise, decides to have coronary bypass surgery. What do you think the long-run outcome is
going to be for Hayden?

7. Which experiment discussed in this chapter do these results pertain to?

116 ARTHUR J. CAPLAN



10.

11.

12.

Percentile

100
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40
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Q1 Q2 Q3 Q4 Quartile

Suppose Evelyn the Environmental Economist is presenting her case in a public meeting for
why raising the price of municipal water in the face of persistent drought conditions would be
a good thing for the community, when someone in the audience yells out, “That’s unfair for
seniors and others living on fixed incomes.” How might Evelyn frame her response in a way
that dispels the audience’s concerns about the fairness of a price increase?

How would the indifference curve in Figure 6.1 change when drawn for a person who suffers
from guilt but not envy? Draw the curve.

Can you recall an example from your own life where you exhibited an Endowment Effect that
ultimately led to regret?

The Gender Gap experiment discussed in this chapter measured gender differences in terms
of how males and females deal with competitive situations. Think of another situation where
a gender gap may exist and design an experiment to test for it.

It was shown in this chapter that a Homo economicus who exhibits convex-shaped indifference
curves exhibits an Endowment Effect. Does this result still hold if Homo economicus exhibits
linearly shaped indifference curves, as depicted in the figure below? Show your result using
this graph.
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13. Explain the relationship between the Decoy Effect and reference dependence. Describe a
situation in your own life where you have been a victim of the Decoy Effect.

14. Describe a negative implication of the Zero-Price Effect in the real world. Have you ever
fallen victim to this effect in your own life? If so, describe the circumstances.
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PART I11.

SECTION 3 - BEHAVIORAL GAME THEORY

Sections 1 and 2 covered a big chunk of territory in the field of behavioral economics, where the focus
was on identifying and explaining individual behavior in general. We now venture into the equally
enriching territory of behavioral game theory where the focus is again on identifying and explaining
human behavior. This time, however, we consider individual behavior in a social setting and, from
time to time, assess the advantages and disadvantages of teams of individuals.

Referring to the diagram presented in the This Book’s Approach section, Section 3 of the textbook
pertains to the diagram’s bottom portion.

Behavioral Economics

Show where analytical game
theory fails and adjust the theory.

Here, we again demonstrate how standard economic theory (in this case, game theory) fails by
highlighting the major disconnects between the behavior predicted of Homo economicus and that
actually displayed by Homo sapiens in social settings. By “social settings,” we mean game-like situations
where two or more individuals compete against each other for payoffs of some kind (typically
monetary payoffs, but not always). Most of the games share a tantalizing aspect—analytically
speaking, the games are structured such that their equilibria correspond to the individuals having
chosen not to cooperate with each other. These are the equilibria we expect Homo economicus to
reach. Cooperation, if it occurs, is typically evinced by Homo sapiens, not Homo economicus. Are you
surprised?
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One thing you will notice as you learn about the games and participate in them yourselves, is
that while it does as equally an effective job as the experimental economics of Kahneman, Tversky,
Thaler, et al. in revealing the extent to which Homo sapiens violate the tenets of rational choice, the
subfield of behavioral game theory tends not to propose new or revised theories per se. Rather, the
main contributions of behavioral game theory are found in the innovative ways in which the original,
foundational games have been tweaked over time to account for those violations.

Unless otherwise indicated, the games presented in this section are based on discussions presented
in Camerer (2003).

Media Attributions

+ Figure 1 (Section 3) © Arthur Caplan is licensed under a CC BY (Attribution) license
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CHAPTER 7.

SOME CLASSIC GAMES OF ITERATED DOMINANCE

Before diving into the deep pool of behavioral game theory, we need some specific nomenclature
about what constitutes a game and its solution, or what we have been calling its equilibrium. If you've
ever played a board or card game with your friends or family, then none of this terminology should
surprise you.

A game consists of a set of “players,” each with their own set of “strategies.” Precise “rules” govern
the “order” in which players make their “moves,” the “information” they have available, and, ultimately,
their “payoffs.” I don’t know about you, but the card game poker comes immediately to mind. The
keywords are players, strategies, rules, order, moves, information, and payoffs.

We expect that Homo economicus will attain what’s known as a Nash equilibrium, or perhaps
a refinement of Nash equilibrium, depending upon the game being played.1 Simply put, a Nash
equilibrium prevails when each player can no longer adjust his or her strategy to obtain added payoff.
Thus, in a Nash equilibrium, all players have chosen respective strategies that are the best responses to
each of the other players’ strategies. The Nash equilibrium is derived analytically and, thus, is highly
predictable. We will see just how predictable the equilibrium is in a wide variety of games. Since this
is the equilibrium obtained by Homo economicus, we henceforth use the terminology Homo economicus
and “analytical equilibrium” inter-changeably.

As we will learn, the equilibria typically obtained in games played by Homo sapiens expand upon
the Nash equilibrium concept by adding in such aspects of the human experience as emotion,
miscalculation, limited foresight, doubt about how informed the other players are, and learning-
by-doing—many of the same human quirks and idiosyncrasies we encountered in Section 1. The
equilibria obtained in games played by Homo sapiens are typically derived more intuitively than
analytically. Thus, the equilibria are generally unpredictable.

Let’s start with one of the most famous and basic of games—ultimatum bargaining.

ULTIMATUM BARGAINING

Consider the following game presented in Camerer (2003):”

. The Nash equilibrium solution concept is attributed to John Nash Jr., an American mathematician and the winner of the
1994 Nobel Memorial Prize in Economic Sciences. Nash published his pioneering work in non-cooperative game theory in
the early 1950s (Nash, 1950a, 1950b, 1951). His struggles with mental illness and recovery are recounted in Sylvia Nasar’s
1998 biography A Beautiful Mind and later, the 2001 film of the same name.

2. Just (2014, pages 420-422) provides a mathematical framework within which to assess the same outcomes of this game as
we demonstrate here with more intuitive game-theoretic reasoning.
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Two players—a Proposer and a Responder— bargain over $100. The Proposer offers some
portion, &, of the $100 to the Responder, leaving the Proposer with $(100 — ). If the Responder
accepts the offer, then she gets $:r and the Proposer gets $(100 — ). If the Responder rejects the
offer, both players get nothing.

The analytical equilibrium for this game evolves according to the following logic:

By going first, the Proposer possesses all of the bargaining power. The Proposer, therefore, exploits
the fact that the self-interested Responder will take whatever is offered. The amount offered by the
Proposer is thus very close to zero. Surmising that this is indeed the Proposer’s best strategy, and also
recognizing that he gets nothing if he rejects the Proposer’s offer, the Responder has no better strategy than
to accept whatever the Responder offers, as meager as the offer is. The Proposer knows that this is the
logic the Responder will use, and the Proposer knows that the Responder knows this, and so on. Hence, the
analytical equilibrium is that the Proposer makes the meager offer (in the limit, $0.01) and the Responder
accepts.

Ouch. Before exploring what the behavioral game theory literature has to say about how Homo
sapiens have actually played this game (i.e., what equilibria they have obtained), it is informative to link
this game to the nomenclature presented at the chapter’s outset.

The players are a Proposer and Responder. The Proposer’s strategy is to choose an offer amount,
x, that he thinks will ultimately be accepted and result in a desired payoff amount. The Responder’s
strategy is to accept or reject the Proposer’s offer. The rules of the game, which govern which player
moves when (i.e., the order of moves) and how the resulting payoffs are determined, are clearly spelled
out. The Proposer moves first by making offer  and the Responder moves second, choosing to accept
or reject the offer. After the Responder’s decision is made, the payoffs are distributed according to the
following rule: If the Responder accepts the Proposer’s offer, the payoffs are = for the Responder and
(100 — z) for the Proposer; if the Responder rejects the Proposer’s offer then the payoffs are zero for
each.

As the logic behind the determination of the analytical equilibrium makes clear, the information
available to the Proposer and Responder has an important bearing on the game’s analytical
equilibrium. Although this game has allocated all of the bargaining power to the Proposer, both the
Proposer and the Responder are assumed to share complete and common information. Each player
not only knows what payoffs he stands to gain via the game’s rule, but also what payoffs the other
player stands to gain, and each player knows that the other player knows this, and so on. The fact that
all players know the same things about the game is what is common about the information. The fact
that no information is hidden from the players is what makes the information complete.

The solution process for the Ultimatum Bargaining game’s analytical equilibrium follows what’s
known as “iterated dominance” due to (1) the players making their moves sequentially (or iteratively),
and (2) the concomitant need for each player to think ahead about the other player’s subsequent move
before choosing what to do presently. In this case, because each player’s best strategy is calculatable
and unique, we say that it is dominant.” Further, because the Proposer in this game initially considers

. An extreme form of Ultimatum Bargaining is known as the Dictator Game, whereby the Proposer makes an offer that the
Responder must accept (i.e., the Responder is not allowed to reject). There is no iteration and no real role or advantage for
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what should happen in the last stage, where the Responder decides whether to accept or reject the
offer made in the first stage, iterated dominance is operationalized via “backward induction.” The
Proposer first figures out what should be the outcome of the game’s final stage and then works back
from there to determine what she should do in each preceding stage all the way back to the first stage.
Because the equilibrium is solvable via backward induction, we say that it is “subgame perfect.”4 We
will be seeing examples of backward induction and subgame perfection repeatedly in this chapter, so
get ready!

From an analytical, game-theoretic perspective, this is all interesting to know. But what about Homo
sapiens? How have we actually played the Ultimatum Bargaining game? We have several different
kinds of results. Camerer (2003) has compiled an exhaustive list of studies that have considered
ultimatum bargaining with varying rules, payoff amounts, and multiple rounds, in different regions
of the world with varied cultural contexts, with men vs. women, and more. He concludes that results
from the different versions of the game are quite robust. Modal and median ultimatum offers are
usually 40%-50% of the total amount available to bargain over, and means are 30%-40%. There
are hardly any offers made by the Proposer in the outlying category of 0%-10%, and the hyper-fair
category 51%-100%. Offers of 40%—50% are rarely rejected. Offers below 20% or so are rejected about
half the time (Camerer, 2003).

In other words, Homo sapiens do not generally converge to the game’s analytical equilibrium. It
seems that Proposers are susceptible to emotions like guilt, fairness, and/or altruism, and Responders
succumb to envy and fairness (in this case, “reciprocity”). Here is a taste of some of the findings:

« Ironically, participants in more-primitive cultures in Africa, the Amazon, Papua New Guinea,
Indonesia, and Mongolia have been found to behave more like Homo economicus than do
participants in less-primitive cultures in the US, Europe, and Asia (c.f., Slonim and Roth, 1998;
Buchan et al., 2004; Henrich et al., 2001 and 2002; Henrich, 2000).

+ Repeated games with “stranger matching” and no provision of “history of moves” show a
slight tendency for both offers and rejections to fall over time. Provision of history correlates
with more pronounced reductions in offers and rejections (c.f., Roth et al., 1991; Bolton and
Zwick, 1995; Knez and Camerer, 1995; Slonim and Roth, 1998; List and Cherry, 2000).

+ Responders are not necessarily more likely to reject, say, $5 out of $50 than $5 out of $10, and
similarly 10% of $50 than 10% of $10. In other words, the game’s stakes do not necessarily
matter (c.f., Camerer and Hogarth, 1999; Roth et al., 1991; Forsythe et al., 1994; Hoffman et
al., 1996; Straub and Murnighan, 1995; Cameron, 1999; Slonim and Roth, 1998).

+ Male Proposers do not necessarily offer more to attractive female Responders, but female
Proposers have been found to offer more to attractive male Responders (Hamermesh and
Biddle, 1994).

having information. Yet, there is a dominant strategy for the Proposer, which results in an analytical equilibrium where the
Proposer offers nothing to the Responder (i.e., ' = 0) and the Responder accepts. Obviously, in this game, “Responder” is a
euphemism for “Lackey.” See Forsyth et al. (1994), Hoffman et al. (1994), Hoffman et al. (1996), and Fehr and Fischbacher
(2004) for experiments with the Dictator Game.

4. Technically speaking, a subgame perfect equilibrium is obtained when a Nash equilibrium has been reached at every
subgame of the original game, even if a particular subgame has not been played. In the case of Ultimatum Bargaining, there
are two subgames: one where the Responder either accepts or rejects the offer, and the other is the full game itself (the full
game is always considered a subgame). We will learn more about what defines a “subgame” a bit later in the chapter.
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+ Young children are more self-interested, Homo economicus-like Proposers and Responders, but
then become more fair-minded as they grow older (Damon, 1980; Murnighan and Saxon,
1998; Harbaugh et al., 2000).

+ Calling the game a “seller-buyer exchange” encourages self-interest. Describing the game as a
“common pool resource” encourages generosity (Hoffman et al., 1994; Larrick and Blount,
1997). Note that this is an example of a framing effect!

+ When Proposers know the exact amount of money to be divided, and Responders either know
nothing at all or know the probability distribution of possible amounts, Proposers offer less
(c.f, Huck, 1999; Camerer and Loewenstein, 1993; Mitzkewitz and Nagel, 1993; Straub and
Murnighan, 1995; Croson, 1996; Rapoport et al., 1996). This is a consequence of “incomplete
information.” However, when Responders know the alternative amounts that the Proposer
could have offered, they tend to exhibit “inequality aversion” (or, alternatively, a commitment
to fairness) and reject the Proposer’s offer (Falk et al., 2003).

+ Creating a sense of entitlement by letting the winner of a contest (played beforehand) be the
Proposer lowers offers (c.f., Hoffman et al., 1994; List and Cherry, 2000). This is known as an
Entitlement Effect.

Raworth (2017) eloquently sums up the main takeaway from these disparate findings: Homo sapiens’
sense of reciprocity appears to co-evolve with their economy’s structure, or if you like, the context
within which the game is played. In addition to the varied contexts described above, the structure
of the Ultimatum Bargaining game has been modified as well. We consider two of these structurally
adjusted versions of the game—the Nash Demand Game and the Finite Alternating-Offer Game.

NASH DEMAND GAME

Consider the following game proposed by Mehta, et al. (1992):

This game has three stages. Ultimately, at the third and final stage, the two players individually
state their “demands.” If the two demands add to $10 or less, then they each get their individual
demands; otherwise, they each get nothing. In the first stage, the players are each dealt four cards
randomly from a deck with eight cards only: four aces and four deuces (i.e., twos). Players are told
that if all four aces are ultimately held by one player, then that player’s cards are worth $10, in
which case each player will have earned the right to state his demand in the third and final stage.
Otherwise, with any other configuration of aces held by the two players, each player’s cards are
worth nothing. In the second stage, the players trade their cards with each other.

The analytical equilibrium for this game obtains evolves according to the
following logic:
Since Homo economicus know the composition of the deck, one player can tell from his own hand how
many aces the other player has—namely, four minus his own number of aces. Thus, in the second stage,
the players should always trade with each other such that the four aces end up being held by one of the
players, as this gives them the right to state their demands in the third and final stage. Recognizing that
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the cards were randomly dealt to begin with, the players should each state a demand of 85 in the final
stage.

What happens when Homo sapiens play the Nash Demand (ND) game instead? Mehta, et al. provide
an answer. The authors start by considering what happened when Player 1 was dealt two aces in the
first stage of their experiment. Of the 42 instances where this happened, 40 resulted in the player
ultimately demanding half the pie of $10 in the final stage of the game. Thus, Player 1 behaved as
would be expected of Homo economicus. However, when Player 1 was dealt either one ace or three aces,
she demanded half the pie only roughly half of the time—16 of 32 times when dealt one ace and 17 of
33 times when dealt three. The other half of the time, Player 1 demanded a fraction roughly equal to
the fraction of aces originally held—16 of 32 times when dealt one ace and 15 of 33 times when dealt
three. As a result, there is a 22% ((16/32) x (15/33) = 0.22) deviation from the analytical equilibrium
(of an even split in demands) in cases where one and three aces have been dealt to Player 1.

Mehta, et al. postulate that the implicit information about how many aces each player originally
held in the ND Game created “focal points” for this type of deviation. For example, when Player 1 was
dealt one ace and three deuces she was able to discern that Player 2 held the other three aces and one
deuce. In those instances, Player 1 determined that because she contributed only one of four aces now
held by Player 2 she should demand less than half of the $10. Similarly, when Player 1 was dealt three
aces she should demand more than half of the $10.

In a slight twist on the basic ND game, Binmore et al. (1998) had their subjects play the game with
an “outside option.” This game is played according to the same rules as the basic ND game except that
before the game begins, Player 2 is randomly given a commonly known outside option worth $0.90,
$2.50, $4.90, $6.40, or $8.10. In other words, before the game begins, Player 2’s outside option (which
is equal to one of the five possible values stated in the previous sentence) is announced to both players.
Player 2 can choose to take the option, in which case he gets that payment, and Player 1 gets nothing.
Or Player 2 can turn down the option, and the ND game ensues.

A Homo economicus version of Player 1 should ignore Player 2’s outside option since if Player 2 turns
down the option and opts to play the ND Game, then playing the game from that point forward is all
that matters. Being a member of Homo economicus, Player 2 knows that this is indeed Player 1’s best
strategy, and thus, if the ND game is ultimately played, Player 1 will demand $5, which means that
the most Player 2 will be able to demand is also $5—the analytical equilibrium is therefore obtained.
Hence, Player 2 will take the outside option only if it is worth $6.40 or $8.10. Otherwise, Player 2
should turn down the option and play the ND game with Player 1.

Binmore et al. found that Player 2s do not behave like Homo economicus. For instance, one-third of
Player 2s opt out at the option value $4.90 and only 60% opt out at $6.40. Further, the demands of
those Player 2s who opt-in at option values above $5.00 match those (focal) values rather than the
expected $5.00. Player 1 behaviors deviate less from what we would expect of Homo economicus. Their
demands are relatively close to $5.00 except in cases where Player 2’s option values exceed $5.00.
Interestingly, Player 1’s demands decrease in accordance with the commonly known option values for
Player 2, resulting in a total demand less than the $10 threshold. To the extent that Player 1 expects
Player 2 demands to tilt toward the focal points of their option values, Player 1 is actually making a
rational choice in lowering her demands. And to the extent that Player 2 with higher option values
expects Player 1 to lower her demand accordingly, then Player 2 is likewise making a rational choice.
The fact that relatively few Player 1s make demands that leave Player 2s with less than their option
values is also rational to the extent that Player 1s expect Player 2 demands to tilt to their option values.
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So, while the behavior of the players in Binmore et al’s (1998) ND game with an outside option
does not adhere to those expected in an analytical equilibrium, to the extent that their behaviors
are premised on Homo sapiens’ tendencies to tilt toward focal points in these types of games we can
interpret the players as nevertheless making contextually rational choices.

FINITE ALTERNATING-OFFER GAME

Consider the following game presented in Camerer (2003):

Two players bargain for two periods. In the first period, Player 1 offers a division of $200 to
Player 2. If Player 2 rejects Player 1’s offer, the “pie” of $200 shrinks to $50 and Player 2 makes a
counteroffer to Player 1. If Player 1 rejects Player 2’s counteroffer, the game is over and neither
player gets anything.

Solving this game analytically requires the use of backward induction, which results in a subgame
perfect equilibrium (SPE). The logic goes like this:
Using backward induction, Player 1 considers what Player 2 will do in the second period when it is
Player 2’s turn to make the counteroffer. Player 1 does not want the initial offer to be rejected since this
will shrink the pie to $50. So, Player 1 offers at most $50 to Player 2 (850 being the most Player 2 could
ever hope to get if he rejects Player 1's offer). Player 1, therefore, keeps at least $150 and Player 2 gets at
most $50.

Camerer reports that in games played with Homo sapiens, Player 1 tends to offer half of the pie in the
first stage (e.g., out of a sense of fairness or fear that the initial offer might otherwise be rejected by
Player 2), in which case Player 2’s ability to reject the initial offer is perceived as a credible threat by
Player 1. However, with repeated play, Player 1 quickly learns to offer the SPE amount of $50 in the
first stage. In other words, as Homo sapiens learn how to play the game, Player 2’s threat is no longer
perceived as being all that credible. Incredible, huh? With learning, Homo sapiens attain the analytical
equilibrium.

CONTINENTAL DIVIDE GAME

Consider the following game proposed by Van Huyck et al. (1997):

Players (more than two) each pick a number from 1 to 14. The rows of the matrix below show
each player’s payoff (in dollars) corresponding to the number she has chosen and the median choice
made by the group as a whole.
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Median Choice

Choice 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 45 49 52 55 56 55 46 | -59 | -88 | -105 | -117 | -127 | -135 | -142
2 48 53 58 62 65 66 61 -27 | 52 | -67 | -77 | -86 -92 -98
3 48 54 60 66 70 74 72 1 -20 | -32 -41 -48 -53 -58
4 43 51 58 65 71 77 80 26 8 -2 -9 -14 -19 -22
5 35 44 52 60 69 77 83 46 32 25 19 15 12 10
6 23 33 42 52 62 72 82 62 53 47 43 41 39 38
7 7 18 28 40 51 64 78 75 69 66 64 63 62 62
8 -13 -1 11 23 37 51 69 83 81 80 80 80 81 82
9 -37 | -24 | -11 3 18 35 57 88 89 91 92 94 96 98
10 -65 | -51 | -37 | -21 -4 15 40 89 94 98 101 | 104 107 110
11 97 | -82 | -66 | -49 | -31 -9 20 85 94 100 | 105 | 110 | 114 119
12 -133 | -117 | -100 | -82 | -61 | -37 -5 78 91 99 106 | 112 118 123
13 -173 | -156 | -137 | -118 | 96 | -69 | -33 | 67 83 94 103 | 110 | 117 123
14 -217 | -198 | -179 | -158 | -134 | -105 | -65 | 52 72 85 95 104 | 112 120

(Van Huyck, et al. 1997

For example, if a player chooses 4 and the median is 5, the player earns a healthy payoff of $71. If
the median is instead 12, the player earns -$14 (i.e., she loses $14)

Before discussing the logic behind the game’s analytical equilibrium, it is useful to point out where
backward induction and subgame perfection factor into determining the equilibrium, if at all. It turns
out that backward induction is actually a moot point in this game. This is because there is only a
single stage—all players simultaneously choose their numbers, which then automatically determines
the median number and attendant payouts. One might be tempted to say that there are 14n subgames,
where n represents the number of different players. This is not correct. There are instead 14n
possible outcomes to what is only a single subgame (the game itself).

The logic behind the game’s analytical equilibrium goes like this:

First, note that for any median less than or equal to 7, a player’s best response is to choose the number
3. This is because, being a member of Homo economicus, each player knows that every other player is
both self-interested and thinking the same way. Thus, if each player chooses 7—which results in a median
of 7—it will be in a given player’s self-interest to deviate and choose the number 5. But every player
is equally self-interested and thinks the same way. Thus, a median of 5 results. But at a median of 5,
each player deviates to the number 4. And at a median of 4, each player deviates to 3. Only at the
choice of 3 does this madness stop. We call this the “low” Nash equilibrium. Using the same logic, for any
median greater than 7 a player’s best response is to choose the number 12. We call this the “high” Nash
equilibrium. We expect this game’s analytical equilibrium to be the high Nash equilibrium.

Van Huyck et al. played this game with 10 different groups of Homo sapiens, each group playing
the game 10 times in a row. What they found were basins of attraction. For groups that start with
a median of 7 in the first period, the equilibrium converges to medians of 3, 4, and 6 (i.e., there is
an attraction toward the low Nash equilibrium). For groups that begin with a median greater than
7 in the first period, the basin of attraction leads toward medians of 12 and 13 (i.e., the high Nash
equilibrium). Hence, while not all groups of Homo sapiens obtain the high Nash equilibrium, it seems
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that roughly half do. The outcome is what we call “path dependent”—dependent upon where the path
begins.5

BEAUTY CONTEST

Consider the following game presented in Camerer (2003):

Each of [V players simultaneously chooses a number &; in the interval [0, 100]. The average for
the group is calculated and then multiplied by a factor P <1 (say, P = 0.7). The player whose
number is closest to this target (in this case, 70% of the average) wins $20.

Probably like you, the relationship between this game and a beauty contest escapes me.’ But the game,
regardless of what we call it, provides a nice example of how iterated dominance can be used to
identify an analytical equilibrium.7 The logic for the analytical equilibrium is as follows:
Each player starts by thinking, “Suppose the average is 50.” Given this, he chooses the number 35 (0.7
x 50). But he would not stop here (i.e., he would begin iterating). He realizes that everyone else is making
the same calculation, so he will choose 25 instead (0.7 x 35). But wait. He would then choose 18 (0.7 x 25).
But wait......he would ultimately choose zero, which is this game’s analytical equilibrium.

Camerer reports results for one Beauty Contest played by groups of Homo sapiens, where p = 0.7
and there are low stakes of $7 and high stakes of $28. Irrespective of the stakes, Homo sapiens do not
generally converge to the analytical equilibrium where each player chooses zero. But Homo sapiens
do get close, especially when the stakes are higher. Camerer (2003) also reports that in most studies,
players have used anywhere from zero to three levels of iterated dominance, which, according to the
logic for the analytical equilibrium, means that the numbers most frequently chosen are 50, 35, and
25—quite a ways from zero.

TRAVELER’S DILEMMA

Consider the following game proposed by Capra et al. (1999):

Two players simultaneously state price claims, between $300 and $750, for luggage lost by their
airline company. The airline pays both players the minimum claim. The airline also adds a reward

. Gladwell (2002) recounts a classic example of path dependence—The Broken Window Theory. The theory is that a single
broken window left unfixed in a neighborhood can lead to a spiraling process of social breakdown as those with criminal
intent interpret the broken window as a signal that the neighborhood is in decline and thus less able to protect itself. The
broken window sets the neighborhood on the path toward a low Nash equilibrium.

. Keynes (1936) described the action of rational agents in an equity market using the analogy of a fictional newspaper contest
where participants were instructed to choose the six most attractive faces from among a hundred photographs. Those who
chose the most popular faces were then eligible for a prize.

. Note that this is a game where backward induction is again moot, and the only subgame is the game itself.
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of $50 to the player who states the lower claim, and subtracts a penalty of $50 from the player who
states the higher claim.

Applying iterated dominance, the logic for the analytical equilibrium goes like this:

Players should state claims that are one cent below what the other player is expected to state. In this
way, a player helps boost the minimum claim (and hence her payoff) while earning the $50 reward. The
result is a race to the bottom in which both players end up choosing the minimum claim of $300, and
thus, neither player wins the reward (or, thankfully, suffers the penalty). This is the game’s unique Nash
equilibrium.

Homo sapiens? Capra et al. found convergence toward the analytical equilibrium with their subjects
over 10 periods of play only for the higher reward/penalty levels. In the later periods, average
equilibrium claims were inversely related to the reward/penalty levels (the lower the reward/penalty
level, the higher the average claim). Once again there is some evidence to suggest that Homo sapiens
learn to converge toward (not necessarily all the way to) the analytical equilibrium, and the stakes of
the game matter to some degree.

ESCALATION GAME

Spaniel (2011) explores the Escalation Game, depicted below as a decision tree.”

Threaten Escalate War

T D OO0 >
o ® O S 0 O
T Cc — 0 < 0

0,0 1,-2 -2,1

There are two players in this game—Player 1 and Player 2. In the first stage, Player 1 decides
whether to “Threaten” Player 2 or “Accept.” If Player 1 accepts, the game ends with both Players 1 and
2 receiving payouts of $0 each (the number to the left of the comma denotes Player 1’s payout, and

8. Decision trees in game theory are known as games depicted in “extensive form.” Drawing a decision tree is typically the
most effective way to depict a multi-stage game.
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10.

11

the number to the right denotes Player 2’s). If Player 1 chooses to threaten Player 2 in the first stage,
then the game proceeds to the second stage where Player 2 gets to choose whether to “Escalate” or
“Concede.” If Player 2 concedes, the game ends with Player 1 receiving a payout of $1, and Player 2 is
required to make a payment to the experimenter of $2. If Player 2 chooses to escalate in the second
stage, then the game proceeds to the third and final stage where Player 1 gets to choose “War” or to
“Give up.” If Player 1 chooses Give up, then the game ends with Player 1 making a payment of $2 to
the experimenter and Player 1 receiving a payout of $1. If Player 1 instead chooses War, then the game
ends with both players required to pay the experimenter $1 each.”

Can you guess the logic behind the game’s analytical equilibrium?

Via backward induction, we start at the third and final stage and work our way back to the first stage.
We see that Player 1 will declare “war” if the game ever reaches its final stage since paying $1 is a better
outcome for Player 1 than paying $2. Knowing this, Player 2 will choose to “escalate” in the penultimate
stage since she will be required to pay 81 as a consequence of war occurring in the final stage, which is a
better outcome for Player 2 than paying $2. But then knowing this, Player 1 will choose to “accept” in the
first period, which leads to a zero payout, which is, nevertheless, a better outcome than the payment of $1
Player 1 would be required to pay as a result of later going to war with Player 2. This is the game’s unique
SPE.

Note that in the case of international relations, this game captures the essence of “mutual
deterrence.” What drives mutual deterrence in the context of this game is that Player 2 choosing to
escalate in the penultimate stage acts as a credible threat to Player 1." What's the outcome when you
and your classmates play this game? Hopefully, you choose mutual deterrence as opposed to going to
war.

ESCALATION GAME WITH INCOMPLETE INFORMATION

Spaniel (2011) proposes a tweak to the Escalation Game by endowing Player 1 with less information
than Player 2. We assume that Player 1 does not know for certain whether Player 2 is a “weak” or
“strong” type. Player 1 therefore assigns probability p to Player 2 being weak and (1 — p) to Player
2 being strong. “Nature” has pre-assigned Player 2 his type, which Player 2 alone is aware of with
certainty. Player 1 moves first. When he moves, Player 2 knows both his type and the move made by
Player 1 in the first stage.11 The decision tree for this game looks like this:

. Note that depicting the game in extensive form makes it easy to identify the number of different subgames. In this case

there are four subgames.

Here’s a test to see how well you've grasped the logic behind the game’s analytical equilibrium. What equilibrium would
result if instead of having to pay $2 by choosing to “concede” in the second stage, Player 2’s required payment was instead
something less than $1?

. This type of game is also known as a “screening game,” where the lesser-informed player moves first.
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In the initial stage (which we will call Stage 0), Nature determines whether Player 2 is weak or
strong. Player 1 assumes Player 2 will be weak with probability p and strong with probability (1 — p)
, where 0 < p < 1. As indicated by the green hashed line, when Player 1 moves in the first stage,
she does not know for certain whether Player 2 has been determined as weak or strong. If it turns
out that Player 2 was determined by Nature to be weak and Player 1 “concedes,” the game ends with
Player 1 receiving a payoff of $0 and Player 2 receiving a payoff of $1. If, on the other hand, Player 1
chooses to “invade,” then Player 2 chooses between “fight” and “concede” in the second stage, resulting
in payoffs of $0.70 and -$0.01 and $1 and $0, respectively for Players 1 and 2. If, instead, it turns out
that Player 2 was determined by Nature to be strong and Player 1 chooses to concede in the first stage,
the game ends with Player 1 again receiving a payoff of $0 and Player 2 receiving a payoff of $1. If
Player 1 chooses to invade, then again, Player 2 chooses between “fight” and “concede” in the second
stage resulting in payoffs of -$0.20 and -$0.08 and $1 and $0, respectively to Players 1 and 2. Whew!

Before working through the logic of the analytical equilibrium, notice that if and when the players
reach the game’s second stage, Player 2 will never choose to fight if he was determined by Nature to
be weak (remember that Player 2 knows for certain whether he is weak or strong before play begins
with Player 1). This is because the payoff from conceding at that stage is $0, which is larger than the
payoff of -$0.1 associated with choosing to fight. Similarly, if Player 2 was determined by Nature to be
strong, then he will never choose to concede if and when the players reach Stage 2 ($0.8 > $0). Thus,
the decision tree for this game can now be depicted as the following:
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Now, how do we solve for the game’s analytical equilibriurn?12
Here, Player 2 applies backward induction to find what’s known as a Perfect Bayesian Equilibrium
(PBE). As we already know, if Player 2 is the weak type and Player 1 has chosen to invade, then Player
2 should concede. If he is the strong type, then Player 2 should fight. We also know that Player 1
recognizes that she gets a payoff of $0 if she concedes in the first round, regardless of Player 2’s type.
If she instead chooses to invade in the first round, then Player I's expected payoff from invading is
p—0.2(1 —p) = 1.2p — 0.2. This is merely the weighted average of Player I's expected payoff
when Player 2 is weak and her expected payoff when Player 2 is strong. Thus, invade is a better strategy
than concede for Player 1 when 1.2p — 0.2 > 0 = p > 1/6. In other words, if the probability that
Player 1 assigns to Player 2 being weak is greater than one-sixth, Player 1 should choose to invade in the
first round. Otherwise, Player 1 should concede and be done with it.
What'’s the outcome when you and your classmates play this more complicated version of the
Escalation Game?

BURNING BRIDGES GAME

This game shares starkly similar features with the Escalation Game, but there is no uncertainty
(thus, the analytical equilibrium is an SPE rather than a PBE). The SPE has much to say about the
relationship between two tenacious competitors. Spaniel (2011) portrays the game as follows:

This equilibrium is known as a Perfect Bayesian Equilibrium (PBE) rather than an SPE because of the uncertainty that at
least one of the players is forced to contend with. Similar to Nash, Thomas Bayes is considered a towering figure. He was
an 18th-century English statistician, philosopher, and Presbyterian minister who is known for formulating a specific case
of the theorem that bears his name: Bayes Theorem. Bayes never published his theory himself—his notes were edited and
published posthumously.
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Suppose an island is located between two countries. Each country has a bridge to the island.

Country 2 IEII:l Island E‘lﬁ: Country 1

Country 1 decides to cross over its bridge to the island in an act of war. Country 1 must then
choose whether to burn the bridge behind it or not.

The game’s structure is depicted by the following decision tree:

Recall that this game starts with Country 1 already having crossed the bridge onto the island.
Country 1’s choice in the first stage of the game is, therefore, whether or not to burn the bridge behind
it. If Country 1 burns the bridge, then Country 2 must decide whether to cross its bridge and invade
the island as well or to concede the island to Country 1. The resulting payoffs for the two countries
are as shown. If, instead, Country 1 chooses not to burn its bridge, then if Country 2 also decides
to invade the island, Country 1 must then choose whether to stand and fight or retreat back over
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its bridge to safety. Otherwise, if Country 2 decides to concede, then the result is the same as when
Country 1 decides to burn its bridge.

The logic for the analytical equilibrium goes like this:

If Country 1 chooses not to burn its bridge, Country 2 will choose to invade the island knowing that
Country 1will then choose to retreat (since $0 > -$1), thus giving Country 2 a payoff of $1, which is larger
than the payoff it would have gotten had it instead chosen to concede. Thus, Country I's payoff from
choosing not to burn its bridge is ultimately $0. If Country I instead chooses to burn its bridge, Country
2 will choose to concede (since $0 > -$1), giving Country 1 a payoff of 81. Thus, Country 1 choosing to
burn its bridge and Country 2 responding by conceding the island to Country 1 is this game’s SPE.

There are historical examples of this game having been played between civilizations and countries
and even individuals. For example, Collins (1989) recounts an incident in 711 AD when Muslim
forces invaded the Iberian Peninsula, and commander Tariq bin Ziyad ordered his ships to be burned,
thus signaling to his troops that they had passed the point of no return. Harvey (1925) recounts
a similar incident in Myanmar (formerly Burma). In the Battle of Naungyo, during the Toungoo-
Hanthawaddy War in 1538, the Toungoo armies led by commander Kyawhtin Nawrahta (later known
as Bayinnaung) faced the superior force of Hanthawaddy on the other side of a river. After crossing
the river on a makeshift bridge, Bayinnaung ordered the bridge to be destroyed. Similar to Muslim
commander bin Ziyad, Bayinnaung took this action to spur his troops forward in battle and provide
a clear signal that there would be no retreat. In both cases, the commanders were victorious.

Have you ever burned your proverbial bridge in negotiations with an employer, a friend, or maybe
even a family member? If the answer is “yes,” chances are you are not alone. Most Homo sapiens, if they
live long enough, are eventually confronted with having to play a game like this. Typically, it requires
a curious mixture of courage and desperation for a player (in our case a Country 1) to summon the
will necessary to achieve the game’s analytical equilibrium.

POLICE SEARCH

Spaniel (2011) describes a game he once remembers having played himself. The title of the game says
it all:

Suppose a police officer pulls Big Al over and asks to search his vehicle. Big Al can let the police
officer search the vehicle (which could be a quick or a thorough search, depending upon the police
officer’s preferences) or refuse and force the officer to call in the Canine Unit. Big Al’s preferences
are Quick Search - Canine Unit - Thorough Search, while the police officer’s preferences are
Quick Search > Thorough Search > Canine Unit.

Without actually knowing Big Al’s preferences, the officer nevertheless claims that “a Quick
Search is more preferred for both of us than calling in the Canine Unit.”

Recall from Chapter 3 that the symbol - stands for “strictly preferred to.” Thus, we can say that based
upon the information given above, Big Al strictly prefers a quick search as opposed to summoning
the canine unit, and strictly prefers the canine unit as opposed to a thorough search. In contrast, the
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police officer strictly prefers the thorough search over a quick search, and strictly prefers the quick
search over bringing in the canine unit.
It helps if this game is depicted as a decision tree.

Canine Unit

Big Al » 2,1

Allow
Search

3,2 1,3

Note that the hypothetical payoffs associated with each choice in the decision tree correspond
with Big Al's and the police officer’s respective preference rankings. To find this game’s analytical
equilibrium, we need to assume common knowledge among Big Al and the officer (i.e., each player
knows both his own payoffs and those of the other player). Common knowledge has been implicitly
assumed for each of the games examined thus far except, of course, in the case of the Escalation Game
with Incomplete Information. The logic for the analytical equilibrium is as follows:

If Big Al allows a search, the officer will choose to do a thorough search, implying Big Al’s payoff is 1
and the officer’s is 3. If, instead, Big Al does not allow the search, the Canine Unit is called in, resulting in
payoffs to Big Al and the officer of 2 and 1, respectively. Clearly, the game’s SPE is Big Al not allowing a
search, and the officer calling in the canine unit.

In some sense, by holding his ground on not allowing the officer to search his car, Big Al is burning
his bridge with the officer. The equilibrium outcome is driven by the fact that the officer cannot
credibly commit to conducting a quick search if Big Al were to allow the officer to conduct a search.
Sadly, the resulting SPE for this game is inefficient since, as the officer originally pointed out, both Big
Al and the officer prefer the quick search. If Big Al and the officer were Homo economicus rather than
Homo sapiens, they would mutually trust each other in this particular context, and the quick search
would be conducted. Both the officer and Big Al would save valuable time, and the canine unit would
get more rest.

TWO-STAGE ITERATED DOMINANCE GAME

Beard and Beil (1994) propose the following game:
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$9.75, $3 2

7\

$3, $4.75 $10, S5

Player 1 chooses first, moving either left (L) or right (R). If she moves L, the game ends with Players
1 and 2 receiving payouts of $9.75 and $3, respectively. If, instead, Player 1 moves R, then Player 2
chooses in the second stage whether to move left (I) or right (r). The payoffs to both players are then
as given. The game’s SPE is determined via the following logic:

By backward induction, Player 1 considers what Player 2 will choose if the game proceeds to the second
stage. Player 2 will choose r since $5 > 84.75. This results in $10 for Player 1, which is larger than the
$9.75 payout she would obtain if she decides to move L in the first stage. Thus, Player 1 choosing R and
Player 2 choosing r is the game’s SPE (denoted (Rr)).

After playing this game with various groups of Homo sapiens, Beard and Beil (1994) report that 66%
of Player 1s chose to move L." In the 34% of instances where Player 1s moved R, their choices were
met with Player 2’s self-interested response of r 83% of the time. Beard and Beil calculated Player
1’s faith in Player 2’s rationality required to justify choosing R in the first stage (which they label a
threshold probability p(r | R) as equaling 0.97. In other words, Player 1s reported needing to believe
that Player 2 would choose r in the second stage 97% of the time before they could justify choosing
R in the first stage. Since Player 2s chose r only 83% of the time, the threshold was not quite met on
average.

DIRTY FACES

Littlewood (1953) invented this iterated-knowledge game whereby three ladies, A, B, and C, in a
railway carriage all have dirty faces and are all laughing. Because none of the ladies can see their own
face to know for certain whether their face is dirty, they must infer from the laughter of the other two
ladies whether their own face is dirty. The version of this game presented in Camerer (2003) involves
only two players, but the notion of iterated knowledge is nonetheless retained.

These results are for Beard and Beil’s (1994) baseline treatment. The authors considered several other treatments where the
payoffs for the two players were modified. The results for most of these alternative treatments were qualitatively similar to
those obtained in the baseline treatment.
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Two players have independently and randomly drawn their “types”, either X or O, with
probabilities of 80% and 20%, respectively. After observing the other player’s type—but not their
own type—the two players choose either “Up” or “Down.” Payoffs for each player are given in the
matrix below.

Type
X @]
0.8 0.2
Up 0 0
Down 5 -10

Thus, if a player chooses Up, he earns nothing. If a player chooses Down, he earns $5 if he is type X
and loses $10 if he is type O. When at least one player is type X, both players are told, “At least one
player is type X.” Successive rounds of the game are played (with each player retaining their
original type) until one of the players chooses Down. After each round, the players are told of the
other player’s choice.

The logic for the analytical equilibrium goes like this:

There are two cases to consider—the XO case (one player is X and the other is O) and XX (both are
X). We do not need to consider the OO case since, when this happens, each player will know immediately
that he is an O type (how?) and thus, neither of the players will ever choose Down."“In the XO case, the
player who is X can infer this fact (how?). He then moves Down. In the XX case, both players know there
is at least one type X (after the announcement is made that at least one of the players is type X), and they
know the other player is X, but they still know nothing for certain about their own type. Each player,
therefore, chooses Up in the first round and is then told of the other player’s choice. Player 1, for example,
is told that Player 2 chose Up. Player 1, therefore, infers that Player 2 must have known Player 1 was
a type X. Otherwise Player 2 would have chosen Down. Thus, Player 1 infers his own type from Player
2’s behavior—he must be an X. Hence, Player 1 chooses Down in the second round. And therefore, for the
case of XO, we expect the type X player to choose Down in the first round of the game, while in the case
of XX, we expect both players to choose Down in the second round of play (after the first announcement
of player choices has been made by the experimenter).

Weber (2001) enlisted a small group of participants to play the Dirty Faces game. Recall that in
Round 1, we expect the equilibrium to be (Down, Up) when the players are types X and O, respectively,
and (Up, Up) when both players are type X. In Round 2, played only by players who are both X types,
we expect the (Down, Down) equilibrium to result. The author found that in the XO case, player pairs
behaved like Homo economicus seven out of eight times across two different trials by choosing Down
when they were type X. In the trickier XX case, players are predicted to choose (Up, Up) in the first

14. In actual experiments conducted by Weber (2001) with Homo sapiens, results for cases where both players drew the O type
are left unreported.
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round, followed by (Down, Down) in the second round (after each player is informed of the other
player’s choice). In Weber’s experiment, player pairs chose (Up, Up) in the first round 14 out of 18
times. But, only four of the 14 player pairs who chose (Up, Up) in the first round chose (Down, Down)
in the second round.

The evidence for Homo sapiens is, therefore, mixed. They seem to mimic Homo economicus in the XO
case rather well, but not nearly as well in the XX case.

TRUST GAME

Consider the following game proposed by Berg et al. (1995):

An Investor has $ which she can keep or invest. Suppose she decides to invest $7" and keep $(
2 — T). The investment of $7 earns a return, at a rate of (1 + ), and becomes $(1 + 7)7T". Another
player, the Trustee, must now decide how to share the new amount $(1 + 7)1 with the Investor.
Suppose the Trustee decides to keep $y and thus returns $[(1 + T - 1] to the Investor, resulting
in a payoff of $y for the Trustee and $[x - T++nrT - yl = 8[x - y + 7T’ for the Investor.

Thus, $'" is a measure of trust and $[(1 + 7)1’ - 1] is a measure of trustworthiness.

For our game, let &z = $200 and 7 = 1.

Despite the relatively complicated calculations involved in determining the
returns to the Investor and Trustee for different possible investment and share
values, the logic behind the game’s analytical equilibrium is a straightforward
application of iterated dominance practiced by the investor, in particular
backward induction.

Because the Investor anticipates that the Trustee will keep whatever investment is made, the Investor
chooses to keep the entire $200 and thus invests nothing! Consequently, in this game’s SPE, there is
no trust displayed by the Investor and no opportunity for trustworthiness, or “direct reciprocity,” to be
displayed by the Trustee.

Not so with Homo sapiens. Berg et al. find that Investors invest roughly 50% on average (i.e., T'/x
= 50%), and Trustees repay roughly 95% of what was invested (i.e., (((1 + )T —y))/T = 95%),
which equals a negative return to trust and a correspondingly slight lack of trustworthiness!"” In a
modest tweak, Buchan et al. (2000) engage Asian and American subjects in a trust game where the
Investor knows she will receive the return from a different (i.e., third-party) Trustee rather than the
original Trustee. The authors find that both trust and trustworthiness decrease relative to Berg et al.’s
findings (i.e., a sense of karma—that one would hope exists among Trustees—does not restore trust
and trustworthiness). Buchan et als (2000) results are contained in the table below.

The threshold for displaying trustworthiness in this game is 100% of the Investor’s investment returned by the Trustee.
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Player Groups Pair Foursome Society Overall
Percent Invested (i.e., Trust Level)

American — Chinese 76 49 49 54
lapanese = Korean 51 48 28 41
Mean 64 48 39 47

Percent of Tripled Investment Returned
(i.e., Trustworthiness Level)

American — Japanese 28 13 11 15
Chinese — Korean 41 25 18 25
Mean 35 19 15 20
(Camerer 2003)

The different groups are similar (e.g., when it comes to Investors, American and Chinese subjects
behaved similarly to each other, and Japanese and Korean subjects behaved similarly as well). As
Trustees, American and Japanese subjects behaved similarly, and Chinese and Korean subjects
behaved similarly. “Pair” represents a control treatment where the Investor receives a return from the
same Trustee she invests with. The Foursome treatment refers to a version of the game where there
are two Investors (A and B) and two Trustees (C and D). Investor A originally invested with Trustee C
but is repaid by Trustee D, and Investor B originally invested with Trustee D but is repaid by Trustee
C. Investors A and B know this “cross repayment” is occurring. The Society treatment refers to the
case where Investors and Trustees are in separate rooms, and which Trustee repays which Investor is
determined randomly. Investors A and B, therefore, do not know which Trustee has been assigned to
them ahead of time. The “Overall” column provides the average across these different treatments.

We see that, on average, Investors chose to invest 64% of their initial amount with the Trustee in
the control treatment (which exceeds Berg et al’s finding of 50%). However, alternative pairings of
Investors with Trustees lead to a reduction in the investment made by investors (i.e., a decrease in
trust). Overall, trust is effectively displayed at a 47% level. Similarly, although in the control treatment
105% of the Investor’s initial investment is returned (35 x 3 = 105%), the overall return on investment
is only 60% (20 x 3 = 60%), which represents a markedly lower level of trustworthiness than found by
Berg et al (1995).

Carter and Castillo (2011) conducted similar trust experiments with relatively poor and lower-
educated residents in rural and urban communities in South Africa. On average, Investors trusted
their anonymous partners with 53% of their investable income, remarkably close to the percentages
observed in the U.S. experiments performed by Berg et al. (1995). However, the amounts invested
varied substantially depending upon which village the Investor was from. Similarly, on average,
Trustees reciprocated in a trustworthy manner by returning 100% of the Investor’s investment.
Carter and Castillo also found that trust and trustworthiness went hand-in-hand—residents located
in villages with higher levels of trust also tended to exhibit higher levels of trustworthiness. Further,
in urban communities, higher levels of trust and trustworthiness are correlated with higher levels
of household expenditures (a proxy for household well-being), while in rural communities this
relationship is reversed—higher levels of trust and trustworthiness are associated with lower levels of
household expenditure.

One potential explanation for these latter results is that trust in a rural village is prone to moral
hazard (Just, 2013). Moral hazard occurs when a person’s actions are not fully observed by others,
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yet they can affect the welfare of both that person and others. A trusting rural village might mean
that residents generally assume that everyone else will perform their civic and economic duties
and therefore do not need to be closely monitored. The marginal gain in household well-being
from trusting others a bit more is, therefore, relatively small. In a less-trusting village, residents
will monitor each other more closely to learn whether others are actually performing their work,
potentially leading to a larger marginal gain in household well-being as a result of being able to trust
others more. Alternatively, very few residents in an urban area are related to each other. This means
that trusting others more might allow you to build a wider social network, potentially creating some

substantial gains in household well-being from being able to trust others more.',

MULTI-STATE (“CENTIPEDE”) TRUST GAME

The multi-stage trust game is best represented in the form of a decision tree:

Continue Continue Continue Continue Continue Continue Honor
1 > 2 > 1 ~e00 1 -2 > 1 >2 >
E E E E E E E 100,100
n n n n n n n
d d d d d d d
2,0 1,3 4,2 98,96 97,99 100,98 99,101

Player 1 acts as the investor in the first stage by choosing whether to end the game immediately
by not investing (in which case she obtains a payoff of $2 and Player 2—acting as the Trustee in this
stage—gets nothing), or by investing and continuing the game to the second stage. In the second stage,
Player 2 now acts as the Investor and decides whether to end the game by not investing (in which
case she obtains $3 and Player 1—acting as the Trustee in this round—gets $1), or by investing and
continuing the game to the third stage where, once again, Player 1 acts as the Investor and Player 2
the Trustee. As depicted, the game can be played up to 100 stages. And now we see how this game got
its moniker—its decision tree bears a striking resemblance to a centipede.

The logic for the analytical equilibrium goes like this:

Stanley et al. (2011) conducted trust games in the US with participants of different races and found that differences in trust
and trustworthiness can be partially explained by differences in implicit attitudes toward race. Similar differences in trust
and trustworthiness between races were discovered in earlier experiments conducted by Glaeser et al. (2000). In their
laboratory experiments, Johansson-Stenman et al. (2009) find weak differences in trust and trustworthiness among
Bangladeshi individuals with different religious identities (Hindu and Muslim). Croson and Buchan (1999) find no
significant effect of gender on Investors’ level of trust. However, the authors find that women Trustees reciprocate
significantly more of their wealth in trust games than men, both in the US and internationally. In a novel laboratory
experiment, DeBruine (2002) finds that trust game participants were more likely to trust others who look more like they
do, which suggests that people over generations evolve toward promoting the well-being and survival of others with whom
they share a resemblance.

Carter and Castillo (2004) conducted a trust experiment with survivors of Hurricane Mitch, which devastated rural
Honduran communities in 1998, with the goal of measuring the extent to which trust among community members helped
spur recovery efforts. As the authors point out, while many communities received some inflow of external aid, the absence
of insurance contracts and thinness of capital markets meant that most households had to rely either on their own
resources to muster an economic recovery, or on resources that they could broker through social relationships.
Econometric analysis of the experimental data provided evidence of durable community norms, such as trust that is
reinforced by social interactions. The analysis shows that trust played a strong, but uneven role in facilitating recovery
from Hurricane Mitch, assisting most strongly a favored subset of households. While establishing the importance of norms
such as trust, Carter and Castillo’s analysis warns against the presumption that all community members are equally well-
served by the social mechanism of trust in the face of recovery from a natural disaster.
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Via backward induction, Player 2 (as Investor) ends the game in the final stage with no investment
(thus earning a payoff of $101). Knowing this will happen, Player 1 (as Investor) ends the game in the
penultimate stage with no investment (thus earning a payoff of $100, which is larger than the $99 she
would have earned as Trustee had the game instead ended in the final stage). As the game unravels in
mistrust all the way back to the first stage, Player I (as Investor) chooses to end the game in the first stage
with no investment (thus earning a payoff of only 82). This game’s SPE is woefully inefficient. Too bad
Homo economicus are so self-interested. Had they been able to cooperate with each other they could have
played to the final round, with Player 1 earning $99 and Player 2 earning $101.

Camerer’s (2003) survey of the literature suggests that Homo sapiens tend to reciprocate trust and
trustworthiness for a few stages before one of the players ends the game. This may be a case of Player
1 believing Player 2 lacks common sense. Player 1 thus plays Continue in the first stage, sending a
signal that she trusts Player 2, who then also chooses Continue in the second stage. In cases where
altruistic players are involved, the Honor payoffs in the final period may be interpreted as (101, 102),
and the players are self- and dual-motivated to advance all the way to the final stage.

In a novel laboratory experiment, Scharlemann et al. (2001) led participants to believe that they
were playing the Centipede game with a randomly paired partner. Before choosing a strategy, Player
1 was given a photograph of the player (Player 2) to whom he was purportedly paired, and likewise
for Player 2, who was given a photograph of purported Player 1. In reality, both players were playing
against predetermined strategies programmed into a computer. Nevertheless, each player believed he
was playing against the player in the picture.

There were actually two pictures of each purported player. One of the photos depicted the player
smiling, and the other depicted the player with a straight face. Participants were randomly assigned
to see either a smiling or a straight-faced partner. Overall, the authors found that participants were
roughly 13% more likely to choose Continue at the first stage when their supposed partner was
smiling in the photograph. Thus, there is some evidence to suggest that participants interpreted a
smile on their partner’s face as signaling trustworthiness.

Further, this “smile effect” was noticeably larger for male participants than for female participants.
Male participants trusted a smiling partner roughly 20% more than a non-smiling partner, while
female participants trusted smiling partners only 6% more. Additional experiments by the authors
using other facial expressions also had an impact on the willingness of participants to trust each other.

As the saying goes, what’s in a smile? Perhaps the trust it inspires in those who are graced by one.

To wrap up our exploration of the centipede game, consider McKelvey and Palfrey’s (1992) version
where, rather than the payoffs associated with successive stages of the game alternating between
increases and decreases (as depicted in the game above), the payoffs increase at a constant rate for both
players. Note that investigating possible effects associated with changes in the way payoffs evolve in
the centipede game is reminiscent of investigations into the effects of changing the payoffs (or stakes)
in the Ultimatum Bargaining and Beauty Contest games discussed earlier (recall that changing the
stakes in these two games generally had no impact on the games’ respective outcomes in experiments
with Homo sapiens).

In their laboratory games, McKelvey and Palfrey start with a total pot of $0.50 divided into two
smaller pots of $0.40 and $0.10. Each time a player chooses to “pass” (i.e., continue), both pots of
money are multiplied by two. The authors construct both a two-round (four-move) and a three-round
(six-move) version of the game. McKelvey and Palfrey also consider a version of the four-move game
in which all payoffs are quadrupled. The authors found that, as with the traditional centipede game
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described above, the SPEs for these two versions of the game are for Player 1 to “take” (i.e. end) the
games in the first round.

In each experimental session, McKelvey and Palfrey use a total of twenty subjects, none of whom
had previously played a centipede game. The subjects (students from Pasadena Community College
and the California Institute of Technology), were divided into two groups at the beginning of the
session, called the Red and Blue groups. In each game, the Red player was the first mover, and the
Blue player was the second mover. Each subject then participated in ten games, one with each of the
subjects in the other group. Subjects did not communicate with each other except through the choices
they made during the game. Before each game, each subject was matched with another subject of the
opposite color with whom they had not yet been previously matched. The paired subjects then played
either the four-move or six-move game.

McKelvey and Palfrey found that in only 7% of the four-move games, 1% of the six-move games, and
15% of the high-payoff four-move games did Player 1 choose “take” in the first round. The subjects do
not iteratively eliminate dominated strategies as they would if, like Homo economicus, they played SPE
strategies.18 In each of the sessions, the probability of a player choosing “take” increases as they get
closer to the game’s last move. Thus, as subjects gain more experience with the game, their behavior
mimics that of Homo economicus.

STUDY QUESTIONS

Note: Questions marked with a “;” are adopted from Just (2013), those marked with a “;” are adopted
from Cartwright (2014), and those marked with a “j” are adopted from Dixit and Nalebuff (1991).

1. Recall the Ultimatum Bargaining game studied in this chapter. A Proposer makes an initial
offer to a Responder of how to split $100. If the Responder accepts the Proposer’s offer, the
$100 is split accordingly. If the Responder rejects the Proposer’s offer then both receive $0. As
we showed, the analytical equilibrium for this game is the Responder offering $0.01 and the
Responder accepting. How would the analytical equilibrium for this game change if the game
instead adhered to the following rules: In the first stage, the Proposer makes an offer to the
Responder of how to split the $100. In the second stage, the Responder can choose to either
accept the offer as is, or agree to a flip of a fair coin. If the coin comes up “Heads,” then the
game moves to the third stage. If the coin comes up “Tails,” the game ends with Proposer and
Responder each receiving $0. In the third stage, the Proposer can decide to either split the
$100 50%-50% (i.e., give $50 to the Responder and keep the remaining $50), or agree to a flip
of a fair coin. If the coin comes up “Heads,” the Proposer keeps $75 and gives the Responder
$25. If the coin comes up tails, the Proposer instead gives the Responder $75 and keeps $25.
What is the analytical equilibrium for this version of the Ultimatum Bargaining game?
Explain.

18. Instead, the players exhibit what on the surface appears to be altruistic behavior. However, as McKelvey and Palfrey point
out, if a selfish player believes that there is some likelihood that each of the other players may be altruistic, then it can pay
the selfish player to mimic the behavior of an altruist in an attempt to develop a reputation for choosing to “pass.” The
authors surmise that the incentives to mimic are very powerful, in the sense that a very small belief that altruists are in the
subject pool can generate a lot of mimicking, even when the players face a very short time horizon. McKelvey and Palfrey
ultimately estimate that their sample consists of only 5% altruists.
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. Knowing what you know about basins of attraction, or path dependence, explain your
strategy for playing repeated rounds of the Continental Divide game.

. What would the analytical equilibrium of the Beauty Contest game be if factor p were instead
set equal to a number greater than 1, say, 1.4? Show how you arrive at your answer.

. Recall the Traveler’s Dilemma game where two travelers simultaneously submit claims to the
airline for their lost luggage ranging between $300 and $750. The airline pays both travelers
the minimum claim, and then subtracts $50 from that amount for the player who submitted
the higher of the two bids and adds $50 to that amount for the player who submitted the
minimum of the two bids. In comparison with the analytical equilibrium for this game,
explain why the airline should expect to pay out more in claims to two Homo economicus
travelers and less in claims to two Homo sapiens travelers if it changed the game accordingly:
The travelers get to choose one of two options. Option 1 is the same as the original game,
except now the lower-bound on the range of claims is $250 instead of $300. For Option 2, the
airline flips a fair coin. If the coin comes up “Heads,” the traveler receives $750; if it comes up
“Tails,” the traveler receives $0.

. Calculate the Perfect Bayesian Equilibrium (PBE) for the Burning Bridges game if Country 2
is uncertain as to whether Country 1 has burned its bridge after it (Country 1) has occupied
the island.

. T Suppose you are a bank manager. You know that if depositors trust your bank, they will be
willing to accept a lower interest rate on deposits. (a) Given what we know of how people
develop trust, what might you do to enhance your depositors’ trust? (b) What steps might you
take to ensure that your loan officers can avoid potential pitfalls when it comes to originating
loans to business owners and other customers?

. ¥ Suppose Alan and Emma are locked in a sequential-move version of the Battle of The Sexes
game depicted below (you will be introduced to the classic simultaneous move version of this
game in Chapter 8). Alan chooses first, choosing to attend either the football game or ballet.
Next, Emma chooses the football game or the ballet. The first value(s) at each terminal node of
the decision tree represents the payoff(s) accruing to Alan, and the second value(s) represents
the payoff(s) accruing to Emma (all in dollars). What is the most likely outcome of this game?
Discuss how you have arrived at your answer.
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8. *Now suppose that in her sequential Battle-of-The-Sexes game with Alan, Emma has an
outside option that comes into play at the outset. She chooses to either go out with her friends
or “throw her lot” in with Alan for either the football game or ballet. What is the most likely
outcome of the game now? Again, discuss how you have arrived at your answer.
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9. Choose a sequential game you learned about in this chapter. In what way might permitting
communication between the players before the game begins affect the game’s outcome?

10. Consumers who choose to purchase used vehicles from used-vehicle salespeople complain
that the bargaining process resembles an ultimatum bargaining game. Why might this be the
case?

11. 01In the game of roulette, betting is based on where a ball will land when a spinning wheel
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stops. In the game’s simplest form, there are numbers zero through 36 on the wheel. When the
ball lands on zero, the players win nothing (or, alternatively stated, the “house” wins). The
safest bet in roulette is simply to bet that the wheel will stop on an even or odd number, with
numbers zero through 36 on the wheel the chances of winning are 18/37, or a little less than
49%. This bet pays “even money” (i.e., a $1 bet returns $1, leaving the player with a total of $2).
A second possible bet would be that the wheel will stop spinning on a multiple of three (e.g.,
the numbers 3, 6, 9, etc.) for a 12/37, or slightly larger than a 32% chance of winning. This bet
pays “two-to-one” (i.e., a $1 bet returns $2 for a total of $3). When players place their bets
ahead of the spin of the wheel, they inevitably do so sequentially — no rule says they must
place their bets simultaneously with the spin of the wheel or with each other. Whenever a
player bets wrong, e.g., places an even-money bet on an odd number and the wheel stops on
an even number, or vice-versa, the player loses whatever amount of money was placed on the
bet. Suppose that in this game the only possible bets are (1) the even-money bet on an even or
odd number, or (2) the two-to-one bet on a multiple of three. Bonnie and Clyde are down to
the last spin of the wheel. Whoever has amassed the most money (in terms of the value of their
chips) at end of the final spin buys dinner. Bonnie has $700 worth of chips and Clyde has only
$300. All else equal, what is Clyde’s best bet? What is Bonnie’s best bet? Does either player
have a first-mover advantage?

0 Suppose a new store called Newbies is considering entering a market that is currently
dominated by a store called Oldies (i.e., Oldies is currently a monopoly in this market, earning
$200,000). It is common knowledge that if Newbies enters the market and Oldies
accommodates (i.e., does not wage a price war), Newbies will earn $100,000 and Oldies will also
earn $100,000. If Oldies instead chooses to launch a price war, then Newbies will ultimately
lose $200,000 and Oldies will lose $100,000. Draw the decision tree for this game and
determine its subgame equilibrium.

0 Suppose the state of Utah institutes a new statewide program called the Utah Brigades, which
requires every high school senior to register for a year of public service to the state upon
graduation. Worried that this new requirement may lead to mass civil unrest among the
students, and unwilling to punish each student who refuses to register, the state announces it
will go after evaders in alphabetical order by last name. (a) Explain why this approach could
lead to full compliance with the registration. (b) Would this approach still work if the state
announced it will go after evaders by Social Security Number, in either ascending or
descending order?

0 Suppose two parents would like their adult children to communicate with them on a more
regular basis. They announce a new quota that each respective child must meet in order to
receive their portion of the parents’ inheritance: one visit and two phone calls per week. Any
child who does not meet the quota on any given week is disinherited, and the remaining
children split the inheritance among themselves. Recognizing that their parents are very
unlikely to disinherit all of them, the children get together and agree to cut back on their visits
and phone calls, potentially down to zero. What change could the parents make to their will to
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ensure that the children meet their quota?
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CHAPTER 8.

SOME CLASSIC SIMULTANEOUS-MOVE GAMES

PRISONER’S DILEMMA

This is undoubtedly one of the most well-known simultaneous games Homo sapiens play (for the most
part unwittingly) in their day-to-day lives. Prisoner’s Dilemmas abound in our social interactions,
in particular, governing how we manage natural resources collectively. You may have heard of the
“tragedy of the commons” when it comes to managing fisheries, rangelands, local watersheds and
airsheds, or global climate change. It turns out that a Prisoner’s Dilemma is at the root of these types
of resource management challenges. It is a dilemma that confronts us daily and drives individual
decision-making in a social setting.

The game is presented below in its “strategic form”—a matrix containing the payoffs each of the
two players will obtain from their respective choices when they move simultaneously as opposed to
sequentially.1 There is common knowledge in this game in the sense that Player 1 knows not only her
payoffs listed in the matrix, but also Player 2’s. Player 2 likewise knows not only his payoffs, but also
Player 1’s. The payoff matrix for a Prisoner’s Dilemma game is depicted below:

Player 2

Cooperate Deviate

Cooperate 4 , 4 ]_ , 6

Player 1

Deviate 6 p 1 2 ; 2

In this game, both players simultaneously choose whether to Cooperate or Deviate. If both players
choose Cooperate, then they both receive payoffs of $4 each. If both instead choose Deviate, then
they receive payoffs of only $2 each. If Player 1 chooses Cooperate but Player 2 chooses Deviate, then
Player 1 receives a payoff of only $1 while Player 2’s payoff jumps to $6. Likewise, if Player 1 chooses
Deviate when Player 2 chooses Cooperate, then Player 1’s payoff jumps to $6 and Player 2’s falls to $1.

Because moves in this game are made simultaneously, the solution concept is not SPE or BPE.

. As we have learned thus far, games where players move sequentially are generally depicted as decision trees (or, in
"extensive form"). In contrast, games where players move simultaneously are generally depicted as payoff matrices (or, in
“strategic form").
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Rather, it is either a “pure strategy equilibrium” or a “mixed strategy equilibrium.” It turns out that
the Prisoner’s Dilemma solves for a unique pure strategy equilibrium (PSE). We will encounter
simultaneous games that solve for mixed strategy equilibria (MSE) a bit later in this chapter.

The logic for this game’s analytical PSE goes like this:

Both players consider their payoffs associated with Cooperate or Deviate given what the other player
could decide to do and, in this way, devise their respective strategies. For instance, Player 1 first considers
her payoffs when Player 2 chooses to Cooperate. Because $6 > 84, Player I's best strategy is to Deviate
when Player 2 chooses to Cooperate. Next, Player 1 considers her payoffs when Player 2 chooses to
Deviate. Because $2 > $1, Player I’s best strategy is again to Deviate when Player 2 chooses to Deviate.
Because Player I's best strategy is to Deviate regardless of whether Player 2 chooses to Cooperate or
Deviate, we say that Player 1 has a “dominant strategy” to choose Deviate no matter what Player 2 decides
to do! Applying the same logic to Player 2’s decision process, we see that Player 2 also has a dominant
strategy to choose Deviate no matter what Player 1 decides to do. Thus, the PSE for this game is both
players choosing to Deviate (i.e., (Deviate, Deviate)).2

What a shame! Both players choose to Deviate, and, as a result, they attain payoffs of only $2 each.
This equilibrium is woefully inefficient. Had the two Homo economicus not been so self-interested and
oh so rational, perhaps they could have agreed to Cooperate and earned $4 each instead of just $2.
Such is the essence (and bane) of the Prisoner’s Dilemma.[2]

Ironically (or should I say, sadly), when Homo sapiens play this game, they tend to attain the analytical
PSE, although cooperation has been found to occur in some experiments (c.f., Heurer and Orland,
2019). This should come as no surprise. As we now know, the Prisoner’s Dilemma (and Homo sapiens
proclivity for attaining the game’s PSE) is a contributing factor to historically intractable resource
management problems in everyday life like air pollution, water scarcity, and climate change.3

FINITELY REPEATED PRISONER’S DILEMMA

Similar to the question of whether repeatedly playing the trust game for multiple stages could lead to
greater trust and trustworthiness among an Investor and Trustee, the question arises as to whether
repeated play of the Prisoner’s Dilemma can lead to more cooperation among two players in a PSE.
Unfortunately, applying backward induction to the payoff matrix above for a finite number of periods
suggests that the answer is “no.” To see this, suppose two players are in the final stage of the game.
Given the payoff matrix above, (Deviate, Deviate) is the PSE. Knowing this, in the penultimate stage,
both players have no better options than to choose (Deviate, Deviate) again. Similar to the centipede
game where mutual mistrust unfolds all the way back to the initial round, here, mutual deviation
unfolds back to the first stage. Analytically speaking, cooperation does not emerge in a finitely
repeated Prisoner’s Dilemma game—repeatedly deviating is the dominant strategy for both players.

. Game theorists make a distinction between “strictly” dominant strategies and “weakly” dominant strategies. In the
Prisoner’s Dilemma, the strategies are strictly dominant because (1) the payoff of choosing Deviate when the other player
Deviates ($2) is greater than choosing Cooperate ($1), and (2) the payoff of choosing Deviate when the other player
chooses Cooperate ($6) is also greater than choosing Cooperate ($4). If either (not both) of these values were equal to each
other (e.g., the $2 payoffs in the (Deviate, Deviate) cell were instead equal to $1 each, or the $4 payoffs in the (Cooperate,
Cooperate) cell were instead equal to $6 each), then the Deviate strategy would only be weakly dominant.

. Poundstone (1992) provides the onomatology of the title Prisoner’s Dilemma. As the title suggests, Prisoner’s Dilemma was
used to describe a fictional game where two suspects are apprehended, and the investigator wants both to individually
confess to having participated in a crime. The investigator sets the prison sentences associated with confessing (Deviate)
and maintaining innocence (Cooperate) such that the suspects’ dominant strategies are to confess.
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Nevertheless, Kreps et al. (1982) and Andreoni and Miller (1993), among others, find that Homo
sapiens tend to cooperate more when they are uncertain of the other player’s tendency to cooperate.
Furthermore, Spaniel (2011) demonstrates that when players adopt strategies such as “grim trigger”
and “tit-for-tat” in an infinitely repeated Prisoner’s Dilemma game, cooperation is more likely to
occur. Grim trigger is a strategy where if your opponent Deviates at any stage, you Deviate forever
starting in the next stage. Otherwise, you continuously Cooperate. Tit-for-tat is where you begin
by chogsing to Cooperate. In future stages, you then copy your opponent’s play from the previous
period.

PUBLIC GOOD GAME

As in the Prisoner’s Dilemma, the dominant strategy in a Public Good Game results in a PSE among
Homo economicus, and often among Homo sapiens, that is inefficient when compared with what would
otherwise be a cooperative outcome. In a simple version of this game—called a linear public good
game—there is a group of IV players, each of whom receives an initial allocation of money, say $10,
and then is asked how much of that $10 she will voluntarily contribute to a group project of some
kind. Each dollar that is donated by an individual player to the group project is multiplied by some
factor o, 1 < o < N, and shared equally among all members of the group (for the sake of a game
played in a laboratory, the group project is simply a pot of money). The fact that 1 < v < N ensures
that an individual player’s contribution to the pot of money is larger in value for the group as a whole
than it is for that individual.

For example, suppose there are four players (including you) and o = 2. If you contribute a dollar
to the pot, then you give a dollar and receive only $0.50 out of the pot in return (($1 x 2) + 4 players
= $0.50). However, for every dollar contributed by another player, you receive $0.50 out of the pot,
free and clear. You can see how this game mimics the social dilemma Homo sapiens face when it comes
to voluntarily financing a myriad of public goods (or group projects) such as public radio and public
TV, environmental groups, and political campaigns, to name but a few. Each dollar contributed by
someone else gives you additional benefit associated with a larger public good, for free. You get that
same additional benefit from the public good when you are the one contributing but at the cost of
your contribution.

Since the overall return the group gets from your dollar contribution exceeds the dollar (recall that
in our case the overall return is $1 x 2 = $2 per dollar contributed), it is best (i.e., socially efficient) for
each group member to contribute their full $10 allocation. The socially efficient equilibrium to this
game earns each player a total of $20 (($10 x 2 x 4 players) + 4 players = $20). In contrast, because
each player only gets back $0.50 for each dollar contributed, there is no individual incentive for a
player to donate any amount of money (or, to put it in economists’ terms, there is a strong incentive
for each player to “free ride” on the generosity of the other players’ contributions). Thus, the PSE for
this game—again, the equilibrium we expect Homo economicus players to obtain as a consequence of
their self-interested, rational mindset—is where each player free rides and contributes nothing. Grim,
but true.

One way to convince yourself that the PSE for the Public Good Game is where each player
contributes zero to the group project is to start at some arbitrary non-zero contribution level for

.In a more recent experiment, where players engage in what they interpret as an infinitely repeated Prisoner's Dilemma
game, Kim (2023) finds that higher discount factors (as a result of week- or month-long delays in when players are allowed
to recoup their payoffs) induce more cooperation among the players.
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each player and then show that each player has an incentive to reduce their contribution to zero. For
example, suppose the starting point in our game is where each player contributes $6 to the money pot.
This means that each player would receive a total of $12 from the pot (($6 x 2 x 4 players) + 4 players
=$12). Thus, each player takes home from the game a total of $12 + $4 = $16. Now suppose one of the
players decides instead to free-ride by dropping her contribution to $5. Each of the four players now
receives $11.50 from the money pot ([($6 x 2 x 3 players) + ($5 x 2 x 1 player)] + 4 players = $11.50).
The total take-home pay for the three non-free-riding players is now $11.50 + $4 = $15.50, while the
free-riding player takes home $11.50 + $5 = $16.50. Clearly, the free-riding player is better off by
having dropped his contribution to $5, and the three non-free-riding players are each worse off. But
then each of the non-free-riders would recognize that they too would have been better off by free-
riding, just like the free-rider. So, they too have equal incentive to free-ride. Barring any type of pre-
commitment made by each of the players, this free-riding process cascades to each player choosing
to fully free-ride or, to use the Prisoner’s Dilemma lingo, to “deviate” from what is otherwise a fully
cooperative equilibrium where each player contributes their total $10 to the money pot. Voila, we
arrive at a PSE where each player chooses to contribute zero to the money pot.

Taking their cue from the likes of Kreps et al. (1982) and Andreoni and Miller (1993) in testing a
finitely repeated version of the Prisoner’s Dilemma Game, Fehr and Gichter (2000) explore whether
a finitely repeated Public Good Game likewise mitigates deviation on the part of the players (i.e., free-
riding behavior). The authors construct four treatment groups of student subjects. There is a “stranger
treatment,” with and without punishment opportunities, and a “partner treatment,” with and without
punishment (punishment in this context is explained below). In the partner treatment, 10 groups
of four subjects each play the linear public good game for ten rounds without punishment and ten
rounds with punishment, with group composition remaining unchanged across rounds (hence, the
title, “partner treatment”). In contrast, in the stranger treatment, a total of 24 subjects are randomly
partitioned into groups of four players in each of the twenty rounds (10 rounds without punishment
and 10 rounds with punishment). Group composition in the stranger treatment changes randomly
from round to round. In both treatments, subjects anonymously interact with each other.

Games played without punishment opportunities serve as a control for games played with
punishment opportunities. In a game with punishment opportunities, each subject is provided the
opportunity to punish any other player (after any given round) after being informed about each
player’s contribution during that round. Punishment in this game takes the form of one player (the
punisher) assigning “punishment points” to another player (the punished). For each punishment point
assigned to a player, the player’s payoff from that round is reduced by 10% (not to exceed 100%).
To mitigate the potential misuse of the punishment mechanism, punishers face an increasing cost
associated with assigning punishment points. The cost rises one-for-one with the first two points
assigned, and then rises at an increasing rate for points assigned beyond two. Egads, this is sounding
a bit complicated.

Fehr and Gichter’s results are depicted in the following two figures: the first figure shows results
for groups in the stranger treatment where the first 10 rounds are played without punishment, and the
second 10 rounds are played with punishment. The expectation is that the availability of punishment
opportunities would lead to an increase in the average player’s contribution to the money pot. This is
depicted in the first figure both by the discrete jump in contribution level starting in round 11, and
the steady increase in this level over the remaining 10 rounds of the game. The downward trend in
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contribution levels over the first 10 rounds played indicates that the players learned that cooperation
does not pay in a public good game without some form of punishment.
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The second figure shows similar results for the partner-treatment groups. What is notable in
comparison with the results for the stranger-treatment groups is that (1) the downward trend in the
initial 10 rounds becomes noticeably steeper from round seven onward, and (2) the initial jump up
in average contribution level starting in round 11 (when punishment opportunities become available)
is markedly larger, leading to higher per-round average contributions levels thereafter. These results
demonstrate what is commonly known as “reputational effects” associated with a player’s history of
contributions over time. Among partner-treatment groups, reputational effects are enabled, while
among stranger-treatment groups, they are not.
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It appears that punishment works with Homo sapiens in repeated play of a Public Goods Game, similar
to how punishment works with Homo sapiens in repeated play of a Prisoner’s Dilemma Game.’

In addition to enabling punishment opportunities as a “coordinating mechanism” to reverse the
grim, inefficient, free-riding equilibrium among Homo sapiens in a finitely repeated Public Good Game
without punishment, Rondeau et al. (1999) and Rose et al. (2002) propose a promising mechanism
for one-shot games, called the Provision-Point Mechanism. As Rose et al. explain, a provision point
mechanism solicits contributions for a public good by specifying a provision point, or threshold,
and a money-back guarantee if total contributions do not meet the threshold. Extended benefits are
provided when total contributions exceed the threshold. The authors report that the provision point
mechanism has led to increased contribution levels (and thus adequate funding for public goods) in
their laboratory and field experiments.6

. In an intriguing cross-cultural comparison of the effectiveness of punishment in finitely repeated public good games,
Gichter et al. (2010) find a surprising result regarding the punishment of above-average contributors. For example, in the
Australian city of Melbourne and the European cities of Bonn, Nottingham, and Copenhagen, there is little punishment for
above-average contributors, while in the Saudi Arabian city of Riyadh, the Greek city of Athens, and the Belarusian city of
Minsk, above-average contributors were punished at the same levels as below-average contributors. The authors call this
latter form of retribution anti-social punishment, attributed to their observation of a strong correlation between
punishment received in one period and that doled out in the next. For example, if above-average Sam punished below-
average Sally in period 1, Sally then punished Sam in period 2 as revenge. Because anti-social punishment is ultimately
associated with less cooperation among players, this study’s findings serve as a cautionary tale for those who espouse
punishment as a universal remedy to the free-riding problem.

. With their laboratory experiments, Chan et al. (2002) sought to answer the question of whether involuntary transfers for
the provision of a public good, such as taxation, crowd out voluntary transfers (i.e., private donations) that reflect a “warm-
glow” emotion among subjects. The authors do not find evidence of complete crowding out in general, but suggest that
crowding out increases as the rate of taxation increases. Sufficiently large rates of taxation offset the benefits of warm-glow
giving.
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STAG HUNT

As its name suggests, this game tests the extent to which hunters can coordinate their efforts to bring
down big game. Skyrms (2004) explains the game’s onomatology—the Stag Hunt is a coordination
game in which two hunters go out on a hunt together. Each can individually choose to hunt a stag or a
rabbit. If one of the hunters hunts a stag, she must have the cooperation of the other hunter to succeed.
Thus, like in the Prisoner’s Dilemma, choosing to cooperate is risky—the other hunter can indicate he
wants to cooperate but, in the end, take the less risky choice and go after a rabbit instead (remember,
like in the Prisoner’s Dilemma, the players’ decisions are made simultaneously in this game). Alone,
a hunter can successfully catch a rabbit, but a rabbit is worth less than a stag. We see why this game
can be taken as a useful analogy for social cooperation, such as international agreements on climate
change. An individual alone may wish to cooperate (e.g., reduce his environmental “footprint”), but
he deems the risk that no one else will choose to cooperate as being too high to justify the change in
behavior that his cooperation entails.
Here is the game’s payoff matrix:

Player 2

Stag Rabbit

sag | 3,3 | 0,2

Player 1

Rabbit 2,0 1,1

We use the same logic to determine this game’s analytical PSE as we did to determine the Prisoner’s
Dilemma:

Player 1 first decides what to do if Player 2 chooses to hunt stag. Because Player 1's payoff in this case
from hunting stag (33) exceeds his payoff from hunting rabbit ($2), Player 1 will choose to hunt stag when
Player 2 hunts stag. Next, we see that when Player 2 chooses to hunt rabbit, Player 1 will also choose to
hunt rabbit since, in this case, the payoff from hunting rabbit ($1) exceeds the payoff from hunting stag
(80). Using the same approach to determine what Player 2’s best strategy is, we see that she will also choose
to hunt stag when Player 1 hunts stag and will hunt rabbit when Player 1 hunts rabbit. Hence, neither
player has a dominant strategy in this game, and as a consequence, there are actually two PSEs. One PSE
is where both players hunt stag; the other is where both hunt rabbit. We cannot say for sure which of the
two equilibria will be obtained.
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Clearly, the (stag, stag) equilibrium is preferable (also known as “Pareto dominant”).7 But this
equilibrium requires that credible assurances be made by each player. In contrast, the (rabbit, rabbit)
equilibrium is “risk dominant” in the sense that by choosing to hunt rabbit both players avoid
the risk of having gone for stag alone. We would expect this equilibrium to occur when neither
player is capable of making a credible assurance to hunt stag. Also note that even though this game
does not permit the use of backward induction by the players (as a result of the game consisting
of simultaneous rather than sequential moves), each player inherently uses “forward induction” in
predicting what the other player will choose to do.

Belloc et al. (2019) recently conducted an experiment where a random sample of individuals playing
a series of Stag Hunt games are forced to make their choices about whether to hunt stag or rabbit
under time constraints, while another sample of players has no time limits to decide. The authors find
that individuals under time pressure are more likely to play stag than individuals not under a time
constraint. Specifically, when under time constraints, approximately 63% of players choose to hunt
stag as opposed to 52% when no time limits are imposed.

ZERO-SUM GAME

Consider the following payoff matrix (where, as with the Prisoner’s Dilemma and the Stag Hunt, each
player’s payoffs are common knowledge):

Player 2

Left Right

Up 1,-1] -1,1

Player 1

Down -1,1 1,-1

The reason why this matrix depicts a zero-sum game is because the payoffs to Players 1 and 2 sum
to zero in each cell. Any time a player wins $1, the other player loses $1. You may have heard someone
say, “my gain is your loss” or the other way around, or perhaps you've said something like this to

7. Vilfredo Pareto was a 19th — 20th-century Italian engineer, sociologist, political scientist, philosopher, and economist. He
made several important contributions to economics, particularly concerning the study of income distribution and analysis
of individuals' choices. He is considered one of the fathers of welfare economics.
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someone yourself. When this happens, the two individuals are (unwittingly or not) acknowledging
that they are participating in a zero-sum ga\me.8

Using the same logic as we used in the Prisoner’s Dilemma and Stag Hunt games to determine the
player’s best strategy, we find that there is no PSE for this game. Player 1’s best strategy is to choose
Up when Player 2 chooses Left, and Down when Player 2 chooses Right. On the contrary, Player 2’s
best strategy is to choose Right when Player 1 chooses Up, and Left when Player 2 chooses Down. No
PSE emerges. What is Homo economicus to do?

It turns out that the analytical equilibrium solution concept for games such as this is what’s known
as a mixed-strategy equilibrium (MSE), where players choose probabilistic mixtures in which no
single strategy is played all the time. For instance, if I always choose a particular strategy, and
you anticipate that strategy, then you will win. I should, therefore, behave more unpredictably.
Randomizing is a sensible strategy for me to follow when a little genuine unpredictability will deter
the other player from making a choice that leads to a suboptimal outcome for me. The equilibrium
involves unpredictable mixing on both the players’ parts.

To facilitate the role randomization plays in determining an MSE, we amend the game’s payoff
matrix to account for each player’s probabilistic moves.

Player 2
q 1—q
Left Right

P Up 1,-1| -1,1

Player 1

l-pDown | -1,1 | 1,-1

Now we suppose that Player 1 chooses Up with probability p (and thus, Down with probability
(1 — p)) and Player 2 chooses Left with probability ¢ (and Right with probability (1 — ¢)). It turns out
this game’s MSE occurs when (1) Player 1 chooses p such that Player 2 is indifferent between choosing

8. As with the Prisoner’s Dilemma and Stag Hunt games, environmental and resource economists recognize that the global
fight against climate change exhibits features of a zero-sum game. All else equal, whenever one country invests in abating
its carbon emissions, all other countries gain by not having to expend funds themselves to get the same amount of reduced
carbon emissions. In terms of who bears the opportunity cost of the investment, this is one country’s loss (or at least
attenuated gain) and every other country’s gain (since units of carbon reduced anywhere on the planet reduce the
atmospheric stock of carbon that is responsible for rising ground temperatures and other meteorological changes
occurring across the planet).
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10.

Left or Right (i.e., Player 2’s expected payoff from choosing Left equals her expected payoff from
choosing Right), and (2) Player 2 simultaneously chooses g such that Player 1 is indifferent between
choosing Up or Down (i.e., Player 1’s expected payoff from choosing Up equals his expected payoff
from choosing Down). In particular:
Player 1 chooses P such that:
(-1-p+1-Q=-p)=@1-p)+(-1-1-p) =p=
Player 2 similarly chooses q such that:
(1) +(—1-(1—q) = (~1-q)+1-(1—q) = g =1,

Thus, Player 1 (as a member of Homo economicus) chooses Up half the time, and Player 2 (also a
member of Homo economicus) chooses Left half the time. Probably the best way each player can be true
to their respective strategies is to flip a fair coin (e.g., for Player 1, it might be “Heads I go Up, tails I go
Down,” and similarly for Player 2).

Let’s see why the equality (—1-p)+1-(1 —p) = (1-p)+ (=1 (1 — p)) holds when Player
2’s expected payoff from choosing Left equals her expected payoff from choosing Right (you'll then be
able to see why (1-¢q)+ (—=1-(1—¢q)) =(—=1-¢q) + 1 (1 — q) holds when Player 1’s expected
payoffs from choosing Up and Down are equated). When Player 2 chooses Left and Player 1 chooses
Up, Player 2’s payoff is -$1. The probability of Player 1 choosing Up is p, hence Player 2’s expected
payoff from choosing Left, conditional on Player 1 choosing Up, is $(—1 - p). Similarly, when Player
2 chooses Left and Player 1 chooses Down, Player 2’s payoff is $1. The probability of Player 1
choosing Down is (1 — p), hence Player 2’s expected payoff from choosing Left, conditional on Player
1 choosing Down, is $(1 - (1 — p)). We then sum these two values (i.e, $(—1 - p) plus $(1 - (1 — p)))
to attain Player 2’s (unconditional) expected payoff from choosing Left. The same process is followed
to determine Player 2’s expected payoff from choosing Right. Setting these two expected payoffs equal
solves for p = 1/2.9

The proof for why an MSE is determined by each player randomizing their choice such that the
expected payoffs for the other player are equated across that player’s choices is simply proved by
contradiction. If, for example, Player 1 randomizes his choices such that Player 2’s expected payoff
is larger when she chooses Left than Right (i.e., because Player 2 can see that p < 1/2), Player 2 will
always choose Left. Because he more often chooses Down when p < 1/2, Player 1’s payoff is lower
than it otherwise would be if he instead chose p = 1."° The same logic holds when Player 1 chooses
p > 1/2, in which case Player 2 always chooses Right. Because he more often chooses Up when
p > 1/2, Player 1’s payoff is again lower than it otherwise would be if he instead chose p = 1. This is
because Player 1’s payoff is again guaranteed to be -$1 when p > 1/2. Thus, the best Player 1 can do
is set p = 1. The proof is the same for Player 2. Hence, we have proved why an MSE is obtained—and is
the optimal outcome for this game—when each player randomizes their choice such that the expected
payoffs for the other player are equated across that player’s choices. Whew!

Camerer (2003) informs us that in studies with two-choice games (i.e., games where the two players
play the zero-sum game two times consecutively), Homo sapiens tend to use the same strategy after a
win but switch strategies after a loss. This “win-stay, lose-shift” heuristic is a coarse version of what’s
known as “reinforcement learning.” In four-choice games (players play four times consecutively),

N

. To be clear, the MSE for the zero-sum game does not always result in Jt = f = 1;“”-2. To see this, calculate the

equilibrium values for J* and fj when the payoff matrix is something like (Up, Left) = (3,-3), (Up, Right) = (-2,2), (Down,
Left) = (-1,1), and (Down, Right) = (0,0).

This is because Player 1’s payoff is guaranteed to be -$1 when J# < 1{-"'2.
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Homo sapiens” strategies are remarkably close to MSE predictions by the fourth time they play the
game.

When I was teaching in Myanmar, this was the one game I was called into service to play myself
(we had an odd number of students that day). By then, I had gotten to know my students quite well
individually. I was designated Player 1, and my student (I will call her Sally) was designated Player 2.
We were playing a “single-choice game” due to time constraints imposed on the course. I had observed
Sally over the previous weeks and concluded that she was unlikely to just flip a proverbial coin in
deciding whether to choose Left or Right. She was right-handed and always sat to my right in the
classroom. I guessed she would choose Right. So, I chose Down. My guess was, luckily for me, proven
correct by Sally.

Afterward, when I explained my strategy to the students, I emphasized that a player need not
actually randomize his moves as long as his opponent cannot guess what he will do. An MSE can
therefore be an “equilibrium in beliefs,” beliefs about the likely frequency with which an opponent will
choose different strategies. But I reminded the students that we had only played a single-choice game.
With repeated play, chances are Sally would have begun to randomize her choices, to the point that
flipping a coin would become my best strategy as well. We would slowly but surely evolve from Homo
sapiens to Homo economicus.

STAG HUNT (REPRISE)

In our first assessment of the Stag Hunt game, we learned that two PSEs exist, with no way of
definitively determining which of the two are most likely to occur. As a result, we are compelled
to determine the game’s MSE, as this is as close as we can get to identifying a unique analytical
equilibrium. The game’s payoff matrix is reproduced here, this time accounting for the players’
probabilistic moves:

Player 2

q (1—-9q)
Stag Rabbit

p  Stag 3,3 0,2

Player 1

(1 — p) Rabbit 2,0 1,1
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Using the same procedure as shown for determining the analytical MSE for the Zero-Sum game,
the value of p for Player 1 is determined as 3p = 2p + (1 — p) = p = 1/2 and the value of ¢ for
Player 2 is determined as 3¢ = 2¢ + (1 — ¢) = ¢ = 1/2. Each hunter might as well flip a fair coin
in deciding whether to hunt stag or rabbit.

It turns out that the MSE for this game results in expected payoffs for each player that are larger
than the certain payoffs obtained when both hunt rabbit (which, you'll recall, is one of the game’s
PSEs), but lower than the payoffs obtained when both hunt stag (the game’s other PSE). To see this,
we can calculate Player 1’s expected payoff for the MSE as (3 . l) + (0 : l) + (2 . l) + (1 . l)

4 4 4 4
= $1.5. Dissecting this equation, the first term is Player 1’s payoff in the (Stag, Stag) cell of the
matrix multiplied by the probability that both players will choose to hunt stag (p - ¢ = % . % = i).

Similarly, the second term—Player 1’s payoff in the (Stag, Rabbit) cell multiplied by the probability
that Player 1 chooses to hunt stag and Player 2 chooses to hunt rabbit—is equal to
0-p-(L—¢)=0-%-4=0" 1 And so on for Player 2. This is another way of saying that, when
faced with the Stag Hunt, flipping a coin essentially leads to a bit less than “splitting the difference”
for each player from jointly hunting stag and jointly hunting rabbit (technically speaking, splitting the
difference would result in payoffs of $2 each).

Cooper et al. (1990 and 1994) used the following payoff matrix as the baseline (or what they call the
Control Game (CG)) for their Stag Hunt game experiment:

Player 2

Stag Rabbit

Stag 1,000, 1,000 0, 800

Player 1

Rabbit 800, 0 800, 800

A clear majority of their Homo sapiens pairs who participated in this single-choice CG game
obtained the inefficient (Rabbit, Rabbit) equilibrium. The authors also had different sub-groups of
subjects play what they called (1) the CG-900, where Player 1 could opt out and award both players
900 instead of playing the game (note that 900 > 800); (2) the CG-700, where Player 1 could opt out
and award both players 700 instead of playing the game (note that 700 < 800); (3) CG-1W, where one
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of the two players is allowed to engage in “cheap talk” with the other player, presumably to nudge the
other player into committing to hunt stag; and (4) CG-2W, where both players are allowed to engage
in cheap talk in an effort to nudge each other into committing to hunt stag.

Cooper et al. found that 97% of player pairs chose the (Rabbit, Rabbit) PSE in the CG treatment.
A large number of Player 1s also took the outside option in the CG-900 treatment. In cases where
Player 1 refused the outside option, more than a supermajority of player pairs (77%) obtained the
efficient (Stag, Stag) equilibrium. In the CG-700 treatment, the majority of player pairs reverted to the
inefficient (Rabbit, Rabbit) equilibrium. Lastly, with one-way cheap talk between players the efficient
(Stag, Stag) equilibrium jumps from 0% in the CG treatment to 53%. Unexpectedly, the jump is even
greater for two-way cheap talk (up to 91%).

These results are encouraging for Homo sapiens because by simply allowing players to communicate
with each other (presumably pre-committing to hunt stag), Homo sapiens are, for the most part, capable
of attaining the efficient outcome where both players hunt stag together. In cases where an outside
option is available for one of the players, as long as that option’s payoff is larger than the mutual
payoffs associated with the (Rabbit, Rabbit) PSE, yet lower than the mutual payoffs associated with
the (Stag, Stag) PSE, the player with the outside option conjectures that the other player will choose
to hunt stag, who is likely to end up confirming that conjecture.

BATTLE OF THE SEXES

While it is unclear who actually named this game, there is little debate about the genesis of the title’s
popularization, which occurred on Mother’s Day in 1973 at the dawn of the women’s liberation
movement.'' Tennis stars Bobby Riggs and Margaret Court faced off in a $10,000 winner-take-all
challenge match, which then 55-year-old Riggs, a tennis champion from the late 1930s and 40s who
was notoriously dismissive of women’s talents on the tennis court, resoundingly won. Later that
year, Riggs challenged the higher-profile tennis star Billie Jean King to a $100,000 winner-take-all
challenge match, which King won handily.

Although the game we have in mind here is far from being a sports match between the sexes, it
does capture the flavor of challenges that sometimes bedevil couples’ coordination decisions. The
payoff matrix for this game is presented below. Like the Stag Hunt, the game’s analytical equilibrium
consists of two PSEs (can you identify them?). Therefore, to determine the game’s unique MSE, we
acknowledge Spouse 1’s and Spouse 2’s probabilistic strategies upfront.

11. The following interpretation is taken from history.com (2020).
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Spouse 2

q (1—-q)
Ballet Martial Arts

P  Ballet 1 p 2 0 p 0

Spouse 1

(1 — p) Martial Arts O , O 2 ’ 1

Given what you have just learned about solving for MSEs in the Stag Hunt and Zero-Sum games,
you can show that for this game, p = 1/3 and ¢ = 2/3. Further, the expected payoff in the MSE for
each spouse is $0.67. Interestingly, these expected payoffs are lower than the least preferable payoff in
either of the game’s two PSEs, where the spouses either agree to watch the martial arts performance
or attend the ballet. Recall that in the Stag Game’s MSE the expected payoffs for each player “split the
difference” of payoffs from the two PSEs.

In Cooper et al’s (1989) experiments with Homo sapiens, subjects mismatched 59% percent of the
time, which is actually an improvement over mismatching in the game’s analytical MSE. Mismatching

occurs in the MSE when one player chooses Ballet and the other Martial Arts. This occurs

p(1—q)+q(1—p) =g + 2=67% of the time. The authors also found that when one player (say,

Spouse 1 in our game) is given an outside option (which, if Spouse 1 takes, pays him and his spouse some
value 7, such that 1 < x < 2), and the husband rejects the option, the analytical equilibrium would
entail Spouse 2 surmising that Spouse 1 will then choose Martial Arts. Thus, Spouse 2 should also
choose Martial Arts. In their experiment, Cooper et al. (1989) found that only 20% of Spouse 1s chose
the outside option. Of the 80% of Spouse 1s who rejected the option, 90% obtained their preferred
outcome—Martial Arts, here we come!

With one-way communication, the players coordinated their choices 96% of the time! However,
with simultaneous two-way communication, they coordinated only 42% of the time! What happened?
Recall that, in the Stag Hunt game, two-way communication enhanced coordination. Here, in the
Battle of the Sexes, it has the opposite effect. Lastly, Cooper et al. (1989) found that when one of the
players is known to have chosen ahead of time, but the other player is not informed about what the
other player chose, the mismatch rate between the players decreased by roughly half (relative to the
baseline game with no communication or outside options).
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PENALTY KICK

There are few team sports where an individual player is put in as precarious a position as a goalie
defending a penalty kick in the game of soccer (or football if you are from anywhere else in the world
except the US, Canada, Australia, New Zealand, Japan, Ireland, and South Africa). Homo sapiens rarely
look more vulnerable than when put in a position of having to defend a relatively wide and high net
from a fast-moving ball kicked from only 12 yards away.

Spaniel (2011) provides a nice analogy in the context of a payoff matrix where we are forgiven
for taking the liberty of depicting the analytical equilibrium as an MSE upfront. Do the payoff
combinations for the striker and goalie in each cell of the matrix ring a bell? The bell should be ringing
zZero-sum game.

Goalie

(1—¢q)

p L 0,0 | x, —x

Striker

=P R 11 —1] 0,0

For this game, we assume a superhuman (as opposed to a mere Homo economicus) goalie. If the striker
kicks Left (L) and the goalie guesses correctly and dives L, the goalie makes the save for certain.
Similarly, if the striker kicks Right (R) and the goalie correctly dives R, the goalie again makes the save
for certain. The striker, however, is fallible. If she kicks R and the goalie dives L, she scores for certain.
But if she kicks L and the goalie dives R, she only scores with probability .

Using the method we previously developed to solve for an MSE in the Stag Hunt Zero-Sum, and

Battle of The Sexes games, verify that, in the equilibrium, p = and ¢ = 1. Further, for those

1—|—:v
of you who know a little calculus, you can use these equations to solve for the respectlve first partial

derivatives of p and g with respect to x, as gﬁ = (1+ 2 < 0and gg = (1+ 2 > (. Herein 11es

the closest thing to understanding the likely MSE choices that are made by the goalie and striker.'”

12. Note that solving for the likelihood that a goal will actually be scored on any given penalty kick is, to put it mildly, anyone’s
guess.
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The first partial derivatives together inform us that, in an MSE, as the striker’s probability of
scoring goes up when she kicks L (embodied by an increase in x), the probability of the striker kicking
L actually goes down. Analytically speaking, it is as if the striker uses one degree of iterated knowledge
to determine the kick’s direction. The more the goalie believes the striker has a higher probability of
scoring when she kicks L, the more likely the goalie will dive L. Thus, it makes more sense for the
striker to kick R.

The next time you watch a game with lots of penalty kicks, you will be able to test this equilibrium
concept in your own experiment with Homo sapiens.

HOTELLING’S GAME

No, this is not a game played among hoteliers. The game is named after Harold Hotelling, a 20th-
century mathematical statistician and theoretical economist who pioneered the field of spatial, or
urban, economics. The game is depicted below:

Suppose there are two vendors (v1 and v2) on a long stretch of beach selling the same types of
fruit juices. The vendors simultaneously choose where to set up their carts each day. Beachgoers
are symmetrically distributed along the beach. The beachgoers buy their fruit juice from the
nearest vendor.

The line graph below distinguishes the furthest south location on the beach at 0 and the furthest
north location at 1.

0 Y2 1

If you are one of the two vendors where would you decide to locate your cart on the beach?

The analytical equilibrium for this game is a PSE. The logic behind its solution goes like this:

If v1 locates at ¥ she guarantees herself at least half of the total amount of business on any given
day—more if v2 doesn’t also locate at 5. Indeed, v1 locating at ¥ maximizes her profit. To see this, start
vlat Oand v2at 1. Hold v2 at 1 and move v1 toward %:. Note that v1 commands the most exposure to
beachgoers at location Y3. Given that v1 chooses location Y5, it is in v2’s best interest to also locate at V2
(using the same logic we used to determine that v1 would locate at ¥5). Thus, (2, %) is the PSE for this
game.

It should be no surprise that this result is also known as the Median Voter Theory: throughout
a typical campaign, candidates for public office tend to gravitate toward the middle of the political
spectrum, i.e., toward the “median voter.”

Collins and Sherstyuk (2000) studied how two-, three-, and four-player Hotelling Games were
played among Homo sapiens. The authors found that, in two-player games, Homo sapiens’ strategies
are remarkably close to the analytical PSE prediction of (¥, ¥2). In four-player games, the analytical
PSE occurs at locations %4 and %. Homo sapiens cluster at these locations, but also somewhat in the
middle as well. In three-player games, the PSE occurs where each player randomizes his locational
choice uniformly over the interval of locations between % and % inclusive, denoted [%, 3%]. Thus,
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location intervals [0, %) and (3%, 1] are avoided. In three-player games, relatively smaller percentages
of players locate outside the PSE interval of [%, %] and larger percentages of players locate within the
PSE interval—way to go Homo sapiens! Homo economicus would have located strictly within the PSE
interval, with each player randomizing his choice uniformly over the PSE interval.

IS MORE INFORMATION ALWAYS BETTER?

The rational-choice model of Homo economicus answers “yes”, in most cases. The more information
the better—more information can aid a consumer’s decision-making. But wait. Spaniel (2011) offers
a game where the answer is surprisingly “no,” more information is not always better, even for Homo
economicus.

Consider the following game: Player 1 chooses whether to play or not. If Player 1 chooses not to
play, both Players 1 and 2 get $100. Simultaneously to Player 1’s choice, Player 2 chooses between
Heads (H) and Tails (T) on a coin flip, or chooses not to gamble on the coin flip. If Player 1 had
chosen to play and Player 2 had chosen not to gamble on the coin flip, both players receive $200. If
instead Player 2 chooses to gamble, the coin is flipped. If Player 2 has called the outcome of the flip
correctly, she wins $300 and Player 1 loses $300; vice-versa if Player 2 has called the outcome of
the flip incorrectly. Therefore, the game looks like this:

Player 2
H T Quit

Play | 0,0 0,0 | 200,200

Player 1
Quit | 100, 100 | 100, 100 | 100, 100

Note that the (0,0) payoffs in the cells (Play, H) and (Play, T) represent the players’ respective expected
payoffs since whether the players win or lose $300 depends upon Player 2’s 50-50 luck in correctly
predicting the outcome of the coin flip. The analytical equilibrium for this game goes as follows:
Because Player 2’s weakly dominant strategy is to Quit, the PSE for this game is for Player 1 to
choose Play and Player 2 to choose Quit (i.e., (Play, Quit)). Note that this equilibrium is efficient! Most
importantly for our purposes, Player 2 gets $200 in this equilibrium.
Now we consider a slight tweak to this game where Player 2 has private information about the
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outcome of the coin flip before he decides whether to play or quit. In other words, Player 2 now
knows whether the coin has come up Heads or Tails beforehand. Thus, Player 2 is assured of winning
$300 if Player 1—who has no prior knowledge of the outcome of the coin flip—decides to Play. The
key question is whether Player 1 will now choose Play with positive probability (i.e., p > 0). If not,
then Player 2 has been harmed by having private information about the outcome of the coin flip—he
wins only $100, instead of $200.

Recall that, in the previous game, Player 2 chose whether to play or quit before the coin was
flipped. She was, therefore, uninformed about the outcome of the coin flip before deciding whether
to play the game. Now, suppose Player 2 chooses whether to play or quit after the coin is flipped,
and that the outcome of the coin flip is Player 2’s “private information.” The players are now
involved in what’s known as a “Bayesian Nash Game,” where there are effectively two types of
Player 2’s—an H type (with a probability of ¢ = 0.5 and a T type (with a probability of (1 - q) = 0.5.
The game now looks like:

1 1
HType (q = 3) HType ((1-¢q) =3)
H T Quit H T Quit
P]ay 0,0 0,0 200, 200 Play 0,0 0,0 200, 200
Player 1 Player 1
Quit | 100, 100 100, 100 100, 100 Quit | 100,100 100, 100 100, 100

The analytical equilibrium goes as follows:

Unfortunately for Player 2, Player 1 will set p = 0. If Player 1 sets p > 0, then Player 2 will simply
play the correct side of the coin—H if it was H and T if it was T—thus ensuring a win of 8300 when
Player 1 Plays and winning $100 when Player 1 Quits. But then, Player 1 “wins” -8300 when she Plays,
implying that Player 1 will never choose to Play (i.e., she will never choose p > Q). Thus, the analytical
equilibrium for this game is (Quit, Quit) with each player winning $100.

Since $100 is less than what Player 2 won when he did not possess private information about the
outcome of the coin flip (which was $200), more information in this context is not better for either
player. I don’t know about you, but there are plenty of instances where having less 